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Abstract

Solid-state electrolytes have the potential to dramatically improve the safety and longevity of
state-of-the-art battery technology by replacing the flammable organic electrolytes currently
employed in Li-ion batteries. Recent advances in the development of new thiophosphate elec-
trolytes have reenergized the field by achieving room temperature conductivities exceeding
those liquid electrolytes, but a number of practical challenges to their widespread adoption
still exist. This thesis applies ab initio computational methods based on density functional
theory to investigate the structural origins of high conductivity in ionic conductor materials
and provides a thermodynamic explanation of why the integration of these newly developed
thiophosphates into high-rate cells has proven difficult in practice, often resulting in high
interfacial resistance.

As a result of these computational investigations, we report the prediction and synthe-
sis of a new high performance sodium-ion conducting material: NaioSnP 2S 12, with room
temperature ionic conductivity of 0.4 mS cm-1, which rivals the conductivity of the best
sodium sulfide solid electrolytes to date. We computationally investigate the variants of this
compound where Sn is substituted by Ge or Si and find that the latter may achieve even
higher conductivity.

We then investigate the relationship between anion packing and ionic transport in fast
Li-ion conductors, finding that a bcc-like anion framework is desirable for achieving high
ionic conductivity, and that this anion arrangement is present in a disproportionately high
number of known Li-conducting materials, including NaiOSnP 2S1 2 and its structural analog
LijoGeP 2 S1 2 . Using this bcc anion lattice as a screening criterion, we show that the I4
material LiZnPS 4 also contains such a framework and has the potential for very high ionic
conductivity. While the stoichiometric material has poor ionic conductivity, engineering of
its composition to introduce interstitial lithium defects is able to exploit the low migration
barrier of the bcc anion structure. Thermodynamic calculations predict a solid-solution
regime in this system that extends to x = 0.5 in Lii+2xZni_2PS 4 , thus it may yield a
new ionic conductor with exceptionally high lithium-ion conductivity, potentially exceeding
50 mS cm- 1 at room temperature.
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Finally, we develop a computational methodology to examine the thermodynamics of
formation of resistive interfacial phases through mixing of the electrode and electrolyte.
The results of the thermodynamic model of interfacial phase formation are well correlated
with experimental observations and battery performance, and predict that thiophosphate
electrolytes have especially high reactivity with high voltage oxide cathodes and a narrow
electrochemical stability window. We also find that a number of known electrolytes are
not inherently stable, but react in situ with the electrode to form passivating but ionically
conducting barrier layers.

Thesis Supervisor: Gerbrand Ceder
Title: Visiting Professor
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Introduction

The lithium-ion battery has become ubiquitous in its use to power all manner of devices,

with applications ranging from consumer electronics to frequency regulation of the power

grid. Lithium-ion batteries are also being increasingly used in vehicle electrification, with

various technologies finding applications in both plug-in electric vehicles and hybrids. The

dominance of Li-ion technologies have been due to their high energy density, current gener-

ation commercial cells are able to achieve approximately 600 Wh L- 1 . Though they have a

long history of use since their commercialization in 1991, serious safety concerns still exist

due to their use of flammable organic solvent electrolytes; even recently, a number of major

incidents of Li-ion battery fires were caused by ignition of the electrolyte[31, 93, 71. These

safety concerns are especially problematic for grid-scale storage and transport applications

including aircraft and automobiles, as the larger size of the batteries in these applications

makes heat dissipation and thermal runaway a greater concern.

In addition to the flammability of organic solvents, the transfer of Li-ion technology from

consumer electronics to electric vehicles and grid application is placing increasingly more

stringent requirements on battery lifetimes. Most consumer products are expected to have

lifetimes of a few years, with batteries are subjected to -100s of charge-discharge cycles;
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electric vehicles and grid storage technologies require significantly larger and more expensive

batteries that to reduce levelised cost require lifetimes on the order of 10-30 years and many

thousands of discharge cycles. The United States Department of Energy has identified the

validated performance, particularly the uncertainty over the usable life of batteries, and

safety as key barriers to their deployment in energy storage systems [371. One of the main

mechanisms of lithium-ion battery degradation is reaction of the electrolyte with either the

anode or the cathode to form a solid electrolyte interphase (SEI) layer, which slowly reduces

both capacity and rate capability[5, 155, 154]. These degradation mechanisms can force a

tradeoff between capacity and rate performance and cycle life - high capacity and higher

rate require typically requires higher voltage cells and smaller particle sizes, but both of

these may accelerate the SEI formation by higher oxidation potential of the cathode, and

larger surface area to volume ratios[341.

Solid-electrolyte materials have been proposed as a viable non-flammable to organic

electrolytes in lithium batteries, and may also aid in solving the SEI formation problem,

having no organic components to polymerize by oxidation at the electrode surface. High

voltage thin film batteries employing solid electrolytes have already been demonstrated to

retain almost full storage capacity over many thousands of cycles [8, 831. In addition to

addressing the safety and SEI concerns, a switch to solid electrolyte materials may also

enable novel device geometries to improve packing efficiency and cell capacity, and other

advantages including superior electrochemical, mechanical, and thermal stability, absence of

leakage, and the possibility of battery miniaturization[74].

The ever-present drive to increase energy density has led to a number of next-generation

battery technologies that aim to increase the energy density of one or both electrodes. To
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improve capacity of the anode, there is a large body of research on directly using a metal

or alloy anode instead of graphite (hard carbon for Na-ion). Metal anodes could improve

battery energy density by up to 50 %, but currently cannot be used because of dendrite

formation that can cause battery shorting 11631. Protecting the lithium metal anode by

a thin layer of solid electrolyte may also improve performance in liquid-electrolyte cells[6].

Use of solid electrolytes has also been proposed in next generation battery materials that

eliminate the relatively heavy and expensive transition metal and store energy by direct

anion redox. These include lithium-sulfur, with a theoretical specific energy of 2567 Wh kg- 1

(based on the mass of Li2 S) and lithium-air, with a specific energy of 3505 Wh kg-'(based

on the mass of Li2 0 2 )[141. This can be compared with the theoretical energy density of

an NMC cathode with a lithium-metal anode, of 1064 Wh kg-1[104]. In terms of energy

density (based on the total volume of charged anode and discharged cathode), which is

arguably the more important metric for consumer electronic devices, these are 2196 Wh L-1

for Li-S, 3506 Wh L- 1 for Li-air, and 3024 Wh L- 1 for NMC. The use of solid electrolyte

materials in Li-S batteries is attractive as one of the major technological hurdles is the

solubility of polysulfides in liquid electrolytes, which are able to slowly discharge the cell

[851. Similarly, Li-air batteries also suffer from parasitic reactions and often fail by electrolyte

decomposition[641. It should be noted that these technologies are significantly less mature

than commercialized intercalation Li-ion batteries; there are many other challenges, both

in reaction catalysis and electronic and ionic transport within the electrode materials, that

also must be addressed.
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e +-+

0

Anode Electrolyte Cathode
(graphlte) (LUCoO?.)

Figure 1-1: Schematic of an intercalation battery. The working ion (Li+) shuttles
between high potential (graphite anode) and low potential (LiCoO2 cathode) through the
electrolyte. The electron follows the ion through the circuit during discharge, and drives the
Li motion during charge with the application of a charging voltage.[36]

1. 1 Principles of battery operation

Lithium-ion and other intercalation batteries follow similar principles of operation. The

general features, outlined in a simple schematic (Figure 1-1), are instructive for identifying

the important properties of an electrolyte material. Energy is stored in the system via the

segregation of the working ion, in many cases Li+, to a region of high chemical potential -

the anode. During discharge, these Li+ ions are allowed to equilibrate to a region of lower

lithium chemical potential, the cathode, by traveling through an electrolyte. The electrolyte

allows the passage of Li+ ions, but not electrons, which to maintain local charge neutrality

must travel through an external circuit; this flow of electrons can be harnessed to do useful

work. In secondary (rechargeable) batteries, the process can be reversed by the application

of a voltage across the electrodes.

Battery performance is typically quantified by 3 main parameters:

1. Energy density/specific energy, the volumetric and gravimetric measures of the amount
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of energy storage (units Wh L-1, Wh Kg- 1 ). The energy density is determined by the

product of capacity (amount of stored Li) and voltage (the energy stored per ion).

2. Rate capability, the speed of charge and discharge (measured in C, where IC rate

means charging or discharging fully in 1 hour, and 5C is full charge or discharge in 12

minutes)

3. Cycle life, or the deterioration in energy density or rate performance of the battery

after repeated charge/discharge cycles, typically measured as a percentage of first cycle

capacity.

Considering this mechanism of operation, a few key properties of electrolyte materials

become apparent. The electrolyte must be an electronic insulator to force electrons through

the external circuit and suppress self-discharge of the battery. To enable high charge and

discharge rates, the ionic conductivity of the electrolyte must be high. The electrolyte must

be stable against decomposition with the electrode and cathode materials (the different

types of stability will be discussed in greater detail in Chapter 5). These properties are

required for both liquid and solid electrolytes. Currently, state of the art organic solvent

electrolytes achieve room temperature conductivity on the order of 5-10 mS cm- 1 [148]. The

higher transference number of solid electrolytes (typically -1 vs -0.3 for liquid electrolytes)

means that to achieve charge and discharge rates competitive with liquid electrolytes, a solid

electrolyte needs to have a conductivity of greater than 2 mS cm- 1 assuming a similar diffu-

sion distance. For thin film batteries this requirement is reduced, though with a substantial

increase in manufacturing cost.
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1.2 Li- and Na-ion batteries

Lithium ion batteries, first commercialized by Sony in 1991, make up an enormous fraction

of the cells used in portable electronics today, and are in use in many electric vehicles. They

typically operate via reversible intercalation of lithium ions between a graphite (LiC6 ) anode

and a transition metal oxide (Lil-xMO 2 ) cathode, most typically with either cobalt, nickel

or manganese (or some combination) as the transition metal. Another common cathode is

LiFePO 4 , which has an olivine structure. Voltages of these cells are typically between 3 and

5 V vs. Li metal, and determined primarily by the redox potential of the metal. Currently,

the barriers to utilizing the highest voltage material are limited by electrolyte stability.

Sulfide cathode materials are also possible. One of the first Li-ion battery cathodes

was layered TiS2 , though oxides are generally preferred because of their significantly higher

voltage and lower weight, and hence higher energy density. Besides layered graphite anodes,

Si and Sn alloy anodes are also used because of their higher capacity, though they show

higher voltages vs. Lithium[52, 162, 167]. Lithium titanium oxide anodes also have a high

voltage (-1.5 V) vs. Li metal, but show very minimal strain on cycling and are used for

their high rate capability and cycle life[59].

Despite the long history of development of sodium batteries dating to the 1960s, and

their concurrent development with Li-ion, development of Na-ion batteries for a while stag-

nated due to their lower voltage and energy density compared with Li. Na-ion batteries are

emerging as candidates for large scale energy storage due to their low cost and the wide vari-

ety of cathode materials available. In addition to sodium being considerably more abundant

than lithium, Na-ion batteries have the advantage of a broader range of available cathode
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materials since many layered Li-transition metal oxides show improved performance in their

sodium versions[24, 73, 114]. In addition, many high capacity Na cathodes do not contain

cobalt, an expensive and scarce component of many commercial Li-ion cathodes.

A major difference between the Li-ion and Na-ion systems is the choice of anode. Sodium

does not intercalate into graphite, and so other anode materials must be used, typically hard

carbon, or titania[113]. Despite much work in the area, no sodium anode materials have

been found that can match the conductivity, energy density, and price of graphite anodes

in Li-ion batteries. Though hard carbon anodes have been shown to reversibly intercalate

sodium[75, capacity is very low compared to that allowed by intercalation to LiC6 [113].

In both Li and Na-ion batteries, the choice of electrolyte is important for device per-

formance. Because the cell voltage exceeds 1.23 V, the decomposition potential of water,

aqueous electrolytes cannot be used. Typically, the electrolyte is an alkyl carbonate such

as ethylene carbonate (EC) or dimethyl carbonate (DMC) with LiPF6 . These materials

are unstable below 1.5 V vs. lithium metal, forming a solid-electrolyte-interphase (SEI)

layer that partially passivates the surface[91]. Organic electrolytes can also be oxidized by

the cathodes when delithiated. This is especially an issue with high-voltage cathodes (e.g.

LiNiO 2 ) and so the use of organic electrolytes puts an upper limit on the safe operating

voltage. Similar problems are seen in Na-ion batteries. The choice of electrolyte for Na-

ion systems is not as well established as for Li-ion, but the vast majority of electrolytes in

development are based on organic solvents[117. These suffer from the same flammability

concerns as their counterparts in lithium batteries, and are exacerbated by the presence of

a more reactive metal.
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1.3 Solid electrolytes

Development of solid-electrolytes, particularly for Li-ion batteries, has proceeded rapidly in

recent years, with the conductivity of some systems even approaching and surpassing that of

liquid electrolytes. Figure 1-2 shows the conductivities of a number of these materials. Solid

electrolyte materials can be broadly categorized by their anion; most electrolyte materials

are either sulfides or oxides.

Li-ion conducting oxides for electrolyte materials are most commonly found in the

LISICON[13] (e.g., Lii4ZnGe4O16 ), NASICON[72, 28, 41 (e.g., Lii. 3Alo.3Tii.7(PO 4)3 ),

perovskite[55] (e.g., Lao.5 Lio.5 TiO 3 ), garnet[100, 107, 11 (e.g., Li7 La3 Zr2 Oi 2 ), and

LiPON[165] (e.g., Li2 .88PO3 .73 No. 14 ) systems. These conductors exhibit ionic conductivi-

ties at RT on the order of 10-3 to 1 mS cm- 1 with Ea ranging from 0.3 to 0.6 eV[74I.

These systems typically require high synthesis temperatures[142] and cosintering to obtain

good contact between the electrode and electrolyte[1081, which is important for battery

performance[140, 50].

Thiophosphate materials based on Li3 PS4[134] have recently emerged as a novel class

of superionic conducting materials with even higher conductivities and whose mechanical

properties allow better physical contact with electrodes. Examples of these include the thio-

LISICON conductor Li3 .25 Geo. 25 Po.75S4 (2.2 mS cm- 1 at RT, Ea= 0.22 eV [701), LiioGeP 2S 12

(LGPS), with a conductivity of 12 mS cm- 1 at room temperature[65l, and Li7 P3S 11 , a glass-

ceramic with a room temperature conductivity of 17 mS cm- 1 1129]. Less expensive versions

of LGPS where Ge is replaced by Sn or Si have also been predicted[109] and synthesized[161,

78, 79, 12]. These thiophosphates are promising candidates as solid electrolytes as they
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Figure 1-2: Conductivity of Li-ion solid-electrolytes. 1651

are soft and can be incorporated into batteries by cold pressing without requiring high

temperature sintering. Remarkably, the conductivity of these thiophosphate materials even

surpasses that of the liquid electrolyte LiPF6 in EC/DMC, the electrolyte most commonly

used in commercial cells today.[148].

In order to use solid electrolytes with lithium metal anodes dendrite formation must be

suppressed; one approach is by using the mechanical contact between the electrolyte and

lithium metal. This is a promising area of research, though even with use of very hard

electrolyte materials realization of this goal has proven difficult as lithium dendrites are

often still able to form through grain boundaries and small void spaces [120, 1451.

The general trend of sulfide vs. oxide properties is similar for sodium solid electrolytes,

though they are somewhat less well studied. The conductivities of a number of Na-ion
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Figure 1-3: Conductivity of Na-ion solid-electrolytes. Adapted from reference [43]

conductors are shown in figure 1-3. Na-solid electrolytes have been commercialized in high

temperature batteries such as #-alumina for sodium-sulfur (NAS) batteries[51], yet few ma-

terials with high conductivities at low temperature have been reported. Ionic conductivity

of over 1 mS cm- 1 has been shown in NASICON-type oxide crystals [72, 28], but processing

of these materials at high temperatures (typically > 1000 C [166, 51]) is required to reduce

grain boundary resistance, which is incompatible with typical cathode materials and com-

plicates battery fabrication. Recently the cubic phase of Na3 PS4 has been reported to have

conductivity as high as 0.46 mS cm-1, and has been used in an all-solid-state battery[43, 44].

Silicon doping can increase defect concentrations in Na3 PS4 , resulting in a conductivity of

0.7 mS cm- 1 [139. For construction of solid-state cells, low strain electrodes[158, 159] are

also important to minimize delamination of the electrolyte, especially when using harder
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electrolyte materials such as oxides.

1.4 Organization of this thesis

The work in this thesis was undertaken with the broad goals of 1) understanding the factors

that govern ionic diffusivity in solid electrolyte materials and allow superionic conductivity

in some classes of materials, 2) investigating the interfacial phenomena leading to high

interfacial resistance at the electrode, and 3) the discovery and design of new, improved

materials.

Chapter 2 applies computational thermodynamics and transport simulations for the

prediction of Nai 0 SnP 2S 12 , a new sodium-ion conductor isostructural to LGPS, and its sub-

sequent experimental realization. In chapter 3, we investigate the link between structure

geometry and high ionic conductivity. We introduce an algorithm to rigorously compare

crystal structures, and apply it to discover that many high-conductivity materials share

a common bcc anion framework. Chapter 4 applies this insight to design a new Li-ion

conductor, Lii+2xZni_2PS 4 , with exceptionally high predicted conductivity. Finally, in

chapter 5, we study electrolytes from a different perspective, examining the compatibility of

electrolyte and electrode materials. We find that interfacial reactivity can be predicted from

bulk thermodynamics, and that it is a very good predictor of cell performance. Applying

this methodology to known materials, we explain the poor performance of electrolyte sys-

tems that appear to be highly stable from cyclic voltammetry measurements, and provide

guidelines for designing high-rate cells. Because some of the techniques used in this thesis

are used in multiple chapters, these methods are described separately, in Appendix A.
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Chapter 2

Computational prediction of

Na1 0 SnP 2S 1 2

Motivated by the the increased study of Na-ion batteries and its dearth of anode materials,

we report the computation-assisted discovery and synthesis of a new high performance solid-

state electrolyte material: NaioSnP 2S 1 2 . The synthesized material is found to have a room

temperature ionic conductivity of 0.4 mS cm-1, which rivals the conductivity of the best

sodium sulfide solid electrolytes to date. We also computationally investigate the variants

of this compound where Sn is substituted by Ge or Si and find that the latter may achieve

even higher conductivity.

The high ionic conductivity, cycling performance, and chemical variability within the

tetragonal lithium thiophosphates of Li10 MP 2S1 2 (M = Si, Ge, Sn) [65, 109, 161, 78, 79, 12,

711 make the investigation of sodium versions of these materials attractive. Of course, the use

of sodium versions in battery systems requires that these materials be thermodynamically
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stable (such that they can be synthesized), and also that sodium-ion mobility is high.

Using first principles computations based on Density Functional Theory (DFT, see A.1),

we evaluate three key properties of the tetragonal phases of Na 1OMP 2S1 2 (M = Si, Ge, Sn)

to determine their suitability as a solid state electrolyte materials: 1) we determine the

Na+ conductivity and its activation energy from ab initio molecular dynamics (AIMD, see

A.2) simulations, 2) using high throughput computations and structure prediction methods

we comprehensively calculate the ground state phase diagram of each system to gauge the

stability and synthesizability of each compound, and 3) we extract the electrochemical anodic

and cathodic stability limits from the grand canonical equilibrium at various potentials

similar to the approach described in an earlier work [111]. Based on this data, we then

proceeded to synthesize and test NaioSnP2S1 2 11221.

2.1 Ground-state energy calculations

Since there is typically considerable cation site disorder in these conductors, we used an

electrostatic energy criterion to pre-sceen Na/Vacancy orderings on the experimentally re-

ported structure of LGPS [801. For each of the 3 symmetrically distinct M/P orderings and

for full and half Na4 site occupancy, we relaxed the structures of the lowest electrostatic

energy arrangements using Density Functional Theory (DFT), taking the lowest energy of

these as the 0 K enthalpy and structure. The structure of NaioMP2S 12 (NMPS) can be

described as consisting of three symmetrically distinct chains of cations oriented parallel to

the c-axis (see Figure 2-1). At unit cell coordinates x=0.25, y=0.25, tetrahedral Na sites

(Nal, Na3) form a chain of partially occupied edge sharing sites. At x=0, y=0.5 there is an
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Figure 2-1: Structure of NajOSnP 2 S12 from DFT calculations. Sodium occupancies
are calculated from 600 K AIMD simulation (see section 2.7). All ground state NMPS
structures share this M/P ordering, which reduces the symmetry from the P42/nmc space
group to P4m2, separating the each Na site into two symmetrically distinct but similar sites
marked a and b. PS4 tetrahedra are marked in purple, SnS4 tetrahedra in blue, and Na
sites in yellow.
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Figure 2-2: C222
phases. Labels on
structure.

symmetry ground state ordering of Na atoms for the NMPS
the Na-atoms correspond to those of the P42/nmc space group disordered

edge sharing chain of alternating Na0 ct and (M/P)tet sites. At x=0, y=0, a similar chain but

with a vacancy instead of M cation and more distorted Naoct site is present (with repeat unit

Naoct-Ptet-Naoct-Vactet). The ab initio MD results will demonstrate that the (Nal, Na3)
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chains carry most of the Na conductivity with occasional crossover through the Na sites in

the chain at x=O, y=O. The ground state M/P ordering, which is found to be shared among

all studied chemistries, is shown in Figure 2-1 and the ground state Na-ion arrangement

(C222 space group) in Figure 2-2.

2.2 Ab initio molecular dynamics

The Na ionic conductivity (o), and activation energy (Ea) were determined from AIMD

simulations between 600 K and 1300 K and extrapolated to room temperature. Ionic con-

ductivity is calculated from AIMD through the intermediate calculation of De, which has the

units of a diffusivity but takes into account correlations between Na-ions (see section 2.7).

The results are shown in Figure 2-3a, and compared to similar Li compounds in Table 2.1.

The self diffusivity (Dsejf) of the Na ions was also calculated for comparison, with results

included in Table 2.2. For both the Li and Na materials, activation energy slightly increases

as M changes from Si -+ Ge -+ Sn. Somewhat surprisingly given the size difference between

Na and Li ions, Na and Li materials have similar activation energies, resulting in high room

temperature conductivities particularly for the Ge and Si materials which are predicted to

have room temperature conductivities comparable to those of organic electrolytes[1171. Our

result for Nai0 GeP 2S 12 is similar to the result of ref. [661. The degree of cooperativity of

ionic motion is described by the Haven ratio Hr[991, which we calculate from the ratio of

Dself to D,. This value is calculated to be approximately 0.56 in all of our simulations,

which is slightly smaller than that observed experimentally for the lithium versions of these

materials[79, 781, indicating a larger degree of cooperative motion.

28



DFT Simulation Experimental

Compound
Conductivity, Conductivity,

Ea (eV) 298 K (mS cm- 1 ) Ea (eV) 298 K (mS cm-1)
NaioSiP 2S 12  0.229 10.28 N/A

NaioGeP 2S 12  0.270 3.50 N/A
NaioSnP 2S1 2  0.317 0.94 0.356 0.4 (this work)
Li1 OSiP 2 S1 2  0.20 23 [109] 0.196 2.3 1161]

LiioGeP 2S1 2  0.21 13 [1091 0.22 - 0.25 9 - 12 [78, 65]
LiioSnP 2S1 2  0.24 6 [109] 0.24 - 0.27 4 - 7 [79, 12]

Table 2.1: Ionic conductivity of cation-substituted compounds X 10 MP2 S 1 2
(X=Li, Na; M=Si, Sn, Al). DFT simulation and experimental results on the sodium

structures are from this work. Experimental and calculated values for the Li compounds are
taken from the literature.

0.8 1.0 1.2
1000/T (K-')

1.4 1.6

(a)

Figure 2-3: DFT computed diffusivity of Na1 oSnP2 S12. a) Na diffusivity in

NaioSiP 2S1 2 , NaioGeP 2 S1 2 , and NaioSnP 2S1 2 from AIMD simulation. Dashed lines are

Arrhenius fits to the data, and error bars are s.e.m. b) Na-ion probability density isosurface

(yellow) of NaioSnP 2S 12 from 600 K AIMD simulation. SnS 4 tetrahedra are marked in blue,

PS4 tetrahedra in purple.
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Compound Ea (eV) Self diffusivity Dsejf at 298
K (cm2 s-1)

Na1oSiP2S 12  0.204 1.13 x 10-7
NaiOGeP 2S 12  0.252 2.97 x 10-8
NaioSnP 2S 12  0.307 6.94 x 10-9

Table 2.2: Calculated self diffusivity Dself of Na1oMP 2S 12 (M = Si, Sn, Al). Note
that the differences between these activation energies and the activation energies of Dcorr
listed in table 2.1 are not statistically significant.

2.3 Phase diagrams and stability limits

To determine the feasibility of synthesizing these high conductivity tetragonal phases of

NaioMP 2S 12 (M = Si, Ge, Sn), we used DFT to evaluate the energies of materials and

generate their respective quaternary phase diagrams. To obtain appropriate competing

phases in the quaternary phase diagrams, we calculated the energy of a very large number

of compounds in their relevant chemical spaces, including all known materials present in the

Inorganic Crystal Structure Database (ICSD) [91 containing some or all of the four elements,

all relevant materials derived from substituting sodium for lithium in all ICSD materials and

the Li.PySz structures compiled by Lepley et al.[821. To further improve the coverage of

these chemical spaces, we also applied the data-mined substitution methodology of Hautier

et al.[41] to predict possible structures from a broader range of chemistries in the ICSD.

The 0 K phase diagram for the Na-Sn-P-S, Na-Ge-P-S and Na-Si-P-S systems are shown in

Figure 2-4.

No quaternary ground states are found in any of the three systems. Decomposition

energy (Edecomp) to the equilibrium ground state structures is calculated using the convex

hull method implemented in pymatgen [110] and is shown in Table 2.3, and compared to

their lithium counterparts. For example, the stability of the NaioSnP 2S 12 phase is given
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Figure 2-4: Pseudo-ternary OK phase diagrams for the NMPS systems. a) Na2 S-
SnS 2-P2S 5 , b) Na2 S-SiS2 -P25 5 and c) Na2 S-GeS 2-P 2S 5 chemical systems, computed from

DFT energy calculations. Stable phases marked with blue dot.

by the calculated enthalpy of the decomposition reaction NaioSnP 2S 12 -+ 2 Na3 PS4 +

Na4 SnS4 . Even though all the considered electrolyte structures show a small driving force

at 0 K to decompose to (Li/Na)4 MS 4 (M = Si, Ge, Sn) and (Li/Na)3 PS4 , this is similar

to the Li-analogs which have similar decomposition energies, and have all been synthesized

[65, 12, 161, 79]. We expect high configurational entropy on the cation sites to result in
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their stabilization at moderate temperatures. An approximation of this entropy, neglecting

the ion-ion interactions, can be obtained using the formula S = -kB Zi pi Inpi, where kB is

the Boltzmann constant, pi is the probability of each state (occupied or unoccupied), and

the sum is over all states for each site. Using a value of 50% occupancy of the Na-atoms

in the edge-sharing c-axis chains and 50% M/P occupancy (28 sites with 50% occupancy

per 50 atom unit cell) yields a value of 0.0334 meV K- 1 atom- 1 , which at 300 K already

would stabilize the Sn and Ge compositions. This is an upper bound on the configurational

entropy but vibrational entropy, particularly the soft phonon modes of the diffusing ions,

is also expected to contribute to the structure's stabilization. Table 2.3 also shows the

calculated anodic and cathodic stability limits evaluated from the chemical potentials of Na

at which the compound decomposes, following the methods of reference [111]. Since these

materials by our calculations are metastable at 0 K, we instead consider the potentials at

which the ground state materials equilibrium becomes unstable, e.g. for NaioSnP 2S 12 , when

either Na4 SnS4 or Na3 PS4 becomes unstable.

Metal Cathodic Anodic
reduction stability stability

(V vs. (V vs. (V vs.
Cation Cation Decomposition Edecomp metal metal metal

(X) (M) products (meV atom-') anode) anode) anode)
Si Na4SiS 4 + 2 Na3 PS 4  13.6 0.80 1.25 1.77

Na Ge Na4 GeS4 + 2 Na3 PS4  7.2 1.10 1.25 1.70
Sn Na4SnS4 + 2 Na3PS 4  7.1 1.09 1.25 1.82
Si Li4 SiS 4 + 2 Li3PS 4  14.9 1.36 1.78 2.14

Li Ge Li4 GeS4 + 2 Li 3PS 4  14.7 1.64 1.78 2.06
Sn Li 4 SnS 4 + 2 Li3 PS 4  13.4 1.57 1.78 2.02

Table 2.3: Phase equilibria decomposition enthalpies and stability ranges for

X 1 0 MP2 S 1 2 .

When the chemical potential (voltage) of the alkali is below (above) the stable region

(as can be experienced at the cathode interface during charging), the ion and its associated
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electron is pulled from the electrolyte, which decomposes into a mixture of sulfides and

elemental sulfur (e.g. Na4 SnS4 decomposes to S and Na2 SnS3 above 1.82 V vs. Na metal,

and S and SnS2 above 2 V). In contact with the anode (cathodic limit), the Li/Na metal may

reduce the metal or phosphorus in the electrolyte, potentially leading to electron conductivity

through the electrolyte if this reaction continues without passivation. The cathodic limit for

Na and Li compounds is set by the partial reduction of phosphorus to form Na2 PS 3 , and

the calculated cathodic stability is thus unaffected by the choice of metal (M) cation. The

potentials at which the metal cation is fully reduced by the alkali are also listed in table 2.3,

and indicate the potential at which the decomposition reaction is no longer passivating. The

shift in the stability window between the Na and Li materials is due to the differing reduction

potentials of the alkali metal. Previous DFT studies have shown that this reduction reaction

can be passivated in some systems by the formation of a thin layer of Li2S 1821, though in

practice insulating barrier coatings are typically employed at the anode/cathode interfaces

[65, 123, 1361. The anodic voltage stability limit is set primarily by the reaction energy of

the alkali metal with elemental sulfur, though in compounds with highly negative enthalpies

of mixing from the binary sulfides the stability range is extended slightly. This effect is small

in the considered electrolyte materials, with the anodic stability only changing on the order

of 0.1 V between materials with different (M) cations.

2.4 Synthesis and experimental verification

In validation of our computational predictions, we report successful synthesis of

NaioSnP 2S 1 2, which was chosen due to its low materials cost and Edecomp of 7.1 meV atom- 1,
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which is lower than comparable materials which have been synthesized. NaiOSnP 2S 12 was

prepared from the binary sulfide phases, under a range of cooling rates. NaioSnP 2S 12 was

synthesized by mixing stoichiometric amounts of Na2 S (Kojundo Chemical Laboratory Co.

Ltd., 99%), P2 S5 (Sigma-Aldrich Co., 99%), and SnS2 (Kojundo Chemical Laboratory Co.

Ltd., 99.9%) with a planetary ballmill (380 rpm for 17 h). The pelletized mixture was

wrapped in gold foil and heated at 700 C for 12 h in an evacuated quartz tube and slow-

cooled down to room temperature for 99 hours (approximately -0.1 deg min-'). The X-ray

diffraction pattern is obtained with Cu-K0, radiation (40kV, 40mA) from 10-90' 2 theta with

0.03' step intervals.

The lattice volume and conductivity of the synthesized phase increase as the cooling

rate is lowered (see Figure 2-5), with the highest conductivity achieved by cooling from

700 C over 99 hours. Na-ion conductivity was measured with electrochemical impedance

spectroscopy (EIS) using an AUTOLAB PGSTAT30 (Metrohm Autolab, Utrecht) at 30'C,

400 C, 60'C and 80'C with a frequency ranging from 1 MHz to 100 mHz and an amplitude of

10 mV under normal pressure. An indium foil blocking electrode was pressed onto both sides

of the NaiOSnP 2S 12 pellet (11.5 mm diameter and 0.75 mm thickness). The conductivity

values were obtained from the Cole-Cole plot of the data.

To compare the experimental XRD pattern with that predicted from DFT calculation,

we used the Na and Sn/P site disordered structure with positions and fractional occupancies

of each site generated from k-means clustering of Na-position data from the 600 K AIMD

simulation as a starting point for powder XRD simulation of the structure. Comparison

of the simulated and experimental XRD patterns is shown in Figure 2-6a. The obtained

material is predominantly the expected tetragonal NaiOSnP 2 S 12 , with small amounts of
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Figure 2-5: XRD as function of cooling rate for NSPS. a) Main peak position for
cooling rates of 0.1, 0.2, 0.5, and 1.0 K min- 1 , and a quenched sample. Lattice volume
increases as cooling rate is lowered b). Measured conductivity vs. lattice volume for these
samples.

P2S5, Na3PS 4, primarily in the tetragonal a-phase as indicated by the peak splitting at

31 and 36 degrees[43], and Na2S, which formed during the slow cooling. At faster cooling

rates, these impurity phases do not form but the resulting material has lower conductivity

due to the lower lattice volume. The change in the lattice volume and conductivity is

likely a result of the structure in the slow cooled sample having a higher ratio of Sn to

P, since the observed impurities contain no Sn. Similar dependency of conductivity and

lattice volume on this ratio are seen in the lithium systems[49]. The low conductivity of the

impurity phases the slow-cooled sample are expected to reduce the measured conductivity

by reduction in the effective cross-sectional area. The strong relation between lattice volume

and conductivity also support the conductivity measured in the slow-cooled sample being

that of NaiOSnP 2S 12.

The intensities of the 011 and (110 and 002) reflections, producing XRD peaks at 12
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and 16 degrees, vary as a function with cooling rate, but are not strongly correlated with

conductivity. Figure 2-6b shows the XRD spectrum of a quenched sample in which these

low angle peaks are more clearly visible. The variation in these peak intensities may be

caused either by slight disorder between the Ptet, Mtet, and Vactet sites, or by changes in

average size of the (Sn/P)S4 tetrahedra from slight compositional variation.
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Figure 2-6: Experimental and simulated XRD patterns of annealed and quenched
NajOSnP 2 S1 2 . XRD spectrum taken with Cu-K0, radiation (40kV, 40mA) a) Annealed
experimental and simulated XRD patterns of NaiOSnP 2S 12 , showing small amounts of re-

crystallized P2S 5 , Na3 PS4 , and Na2 S. b) XRD of the quenched sample.
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Figure 2-7: Experimental crystal structure and diffusivity of NaioSnP 2 S1 2 .. Diffu-
sivity calculated from experimentally measured ionic conductivity vs. temperature. Dashed
line is an Arrhenius fit to the data. (inset) Electrochemical impedance spectroscopy mea-
surements.

Considering that AIMD simulations were performed at elevated temperatures and ex-

trapolated to experimental conditions, the conductivity predicted from these simulations is

in remarkable agreement to our experimental electrochemical impedance spectroscopy (EIS)

results (Figure 2-7). We predicted a room temperature conductivity of 0.94 mS cm- 1 with

activation energy of 317 meV, while experimentally NaioSnP 2S 12 shows a conductivity of

0.4 mS cm- 1 with an activation energy of 356 meV.

2.5 Discussion

NaioSnP 2S 12 is a remarkably good ionic conductor; its room temperature conductivity of 0.4

mS cm- 1 is comparable to the best performing sulfide electrolyte to date - cubic Na3 PS4 ,

which achieves conductivities of between 0.2 and 0.7 mS cm- 1 depending on doping and

processing conditions [43, 44, 1391. These thiophosphate electrolytes benefit from improved

processability relative to the oxide -alumina and NASICON-based compounds, which can
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have higher conductivities but require high temperature sintering, making them difficult

to incorporate into room temperature batteries. To evaluate the potential for even bet-

ter conductors in this family of compounds we investigate in more detail the conductivity

mechanism in these compounds and the effect of the main group metal (Si, Ge, Sn) on it.

From our DFT calculations, we see that the activation energy for Na diffusion in the

NMPS materials shown in Figure 2-3a increases as the ionic radius of the (M)etal in the

compound increases, with Es' < EGe < ES". This trend is also seen in activation energies for

the Li conductors, both in experimental and DFT studies (Table 2.1). This is surprising since

often the activation energy barrier between adjacent sites in a structure decreases as the size

of the anion framework increases. In the NMPS conductors, however, the lattice parameter

differences are small (<1%, Table 2.4), and the activation energy actually increases as the

cell volume increases. The valence of the other cations near the transition state has been

pointed to as an important factor as it can increase the activation energy by strong repulsion

of the alkali in the activated state[67, 1521, but this is unlikely to play a role here as Si,

Ge, and Sn all have valence 4+. Hence, because of their similar volume and cation valence,

these three compounds form a good dataset to evaluate potentially more subtle chemical

influences on the conductivity. To understand the somewhat counterintuitive result, we

examine the diffusion paths and site occupancies in each compound as a measure of the free

energy landscape of the structures.

Cation (M) a (A) c (A)
Si 9.60 13.53
Ge 9.62 13.59
Sn 9.68 13.63

Table 2.4: DFT calculated lattice parameters for tetragonal Na1 oMP 2S 12
(M = Si, Ge, Sn).
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From the AIMD Na-ion trajectories we calculate the Na-ion probability density, de-

fined as the time-averaged Na-ion occupancy, allowing visualization of the Na ion diffusion

mechanism. The probability density from AIMD simulation of Na1 oSnP2S 12 at 600 K in

Figure 2-3b is representative of all of our AIMD simulations, and shows that the majority

of the Na diffusion occurs within the c-axis chain of partially occupied Na sites at x=0.25

and y=0.25, with some crossover between these channels. These results are in good quali-

tative agreement with the highly anisotropic Li sites seen in previous spectroscopic studies

on LGPS 165, 80].

The Na-site occupancies of the three materials as a function of simulation temperature

are shown in Figure 2-8. P42/nmc spacegroup operations are applied to the Na-positions

before analysis to undo the splitting of Na sites caused by the M/P ordering and shown in

Figure 2-1. Trends in occupancy are similar for Na-sites that are part of the same c-axis

cation chain, again confirming a flat energy landscape and high mobility along it. These

Na-ion diffusion pathways are connected to each other through the Na4 (Na-crossover) sites,

which are part of the Naoct-Ptet-Naoct-Vactet chain along the c-axis at x=0, y=0. The Na

sites in the fully occupied Naoct-Ptet-Naoct-Mtet c-axis chain at x=0, y=0.5 have low energy

and high occupancy, and are labeled as Na-immobile sites in Figure 2-8 as they are not

expected to contribute strongly to diffusion at low temperatures.

At high temperatures the occupancies of each Na site are almost identical across the three

chemistries, indicating that they are dominated by entropic effects and not by the specific

enthalpic differences between the compounds. At low temperatures, relative occupancies are

more dependent on differences in site enthalpy. Considering first the Sn material, the occu-

pancy of the Na-crossover sites dramatically increases as temperature is reduced, indicating
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Figure 2-8: Na-site occupancy analysis of NMPS structures. a) Occupancy of Na sites
in NaioSiP2S 12 , NaioGeP 2 S 12 , NaioSnP 2S1 2 from AIMD simulation between 600 and 1300
K, after imposing P42 /nmc spacegroup operations. The site occupancies in the Na-chain

(Nal and Na3) have been combined for clarity. b) Illustration of the Na-chain, Na-crossover,
and Na-immobile sites. SnS4 and PS4 tetrahedra (grey), all spheres are Na sites.
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that the enthalpy of the Na-crossover sites is significantly lower than the Na-chain sites. In

contrast to NaioSnP 2S 12 , occupancy of the Na-crossover sites in the Si material is relatively

unaffected by temperature, indicating minimal site enthalpy difference between the Na-chain

and Na-crossover sites. The behavior of occupancies in NaioGeP 2S 12 is between these two

extrema.

The diffusivity of Na-ions is determined primarily by the smoothness of their free energy

landscape. In materials where atoms can be trapped in very low energy minima, activation

energy for moving between these sites is increased, and thus diffusivity is reduced. The

trends in Na-crossover site energy correlate well with the activation energies observed in

simulation and explain why NaioSiP 2S 12 has the highest predicted conductivity. At low

T, the energy of the Na in the chain and crossover sites are almost equal, allowing Na to

migrate in 3 dimensions with a very low barrier.

The good correspondence between the simulated and experimental results highlight the

value of DFT as a predictive tool for the identification of new electrolyte materials. We

focused synthesis efforts on the Sn material due to its affordability relative to the Ge version

as well as its low Edecomp of 7.1 meV atom- 1 , which is lower than comparable materials which

have been synthesized. In LGPS and related lithium electrolytes, contact with the highly

reducing lithium metal or graphite anode can cause electrolyte decomposition by reduction

of the transition metal. For these sodium electrolytes this may be less of a concern due to

the lower reduction potential of sodium. These newly predicted materials may also prove

to be more stable in battery applications than cubic Na3 PS4 material, since decomposition

of NaiOMP 2S 12 requires diffusion of high-valent cations to form Na3 PS4 and Na4 MS 4 , in

contrast to cubic Na3 PS 4 , which can convert to a low conductivity tetragonal phase [601
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at the same composition. The conductivity of the new Na1 oSnP2S 12 electrolyte rivals that

of the best known sulfide sodium-conductors, and the predicted Ge and Si materials, if

confirmed, have the potential to surpass the conductivities of all known Na electrolytes in a

system much more compatible with all solid-state battery fabrication than NASICON-based

and other oxide electrolytes.

2.6 Conclusions

In this chapter, we used first principles calculation to predict the existence of several new

high-performance sodium electrolyte materials, with excellent agreement to subsequent ex-

perimental results. This marks the first use of computational prediction to design novel

sodium electrolytes. The resulting Na1oSnP2 S1 2 electrolyte, with a conductivity of 0.4 mS

cm- 1 at room temperature and activation energy of 0.35 eV, rivals the best existing sulfide

sodium-electrolytes and our predicted materials have the potential to surpass this conduc-

tivity. Through site-occupancy analysis of the AIMD simulations, we also show how the

various metal substitutions in this framework can affect cation mobility by modulating the

free energy landscape.

2.7 Computational Details

2.7.1 Density functional theory calculations

All ab initio structure calculations were performed with calculations implemented in

VASP[76j, using the projector augmented-wave method[10]. Calculations used the Perdew-

Burke-Ernzerhof generalized-gradient approximation (GGA)[115]. For energy calculations
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of NMPS structures, a Monkhorst-Pack k-point grid of 4x4x4 was used, for other competing

phases, k-points were chosen such that nkpoints X natoms > 1000. The VASP pseudopotential

set of Li (PAW_PBE Li 17Jan2003), Na (PAWPBE Na 08Apr2002), Ge (PAWPBE

Ge 05Jan2001), Si (PAWPBE Si O5Jan2001), Sn (PAW_PBE Sn-d 06Sep2000), P

(PAWPBE P 17Jan2003), and S (PAWPBE S 17Jan2003) was used. Phase diagrams

were constructed using a convex hull algorithm in energy-composition space, using tools

implemented in the pymatgen software package[110].

2.7.2 Conductivity simulations

We performed ab initio molecular dynamics (AIMD) simulations under the Born-

Oppenheimer approximation using VASP[76. Atom trajectories are calculated with Verlet

integration in an NVT ensemble. A Nose-Hoover thermostat with a period of 40 timesteps

(80 fs) was used for all simulations. Na atom displacements are calculated with respect to

the center of mass of the framework (non-Na) atoms.

Self-diffusivities from these simulations were calculated by fitting the Einstein relation

of mean squared displacements to time ((IIAx1I 2) = 2dDseift), where d is the dimensional-

ity, using tools implemented in the pymatgen software package[1101. Ionic conductivities

taking into account correlations between Na ions were calculated from the mean square

displacement of the net Na-ion motion (11 E_ 1 Axi 112) = 2dDant. Inserting D, into the

Nernst-Einstein equation is equivalent to using the Green-Kubo expression for ionic conduc-

tivity when Na-ions are the only mobile charge carriers[45, 146].

The AIMD simulations were performed on a single unit cell of NMPS, with 50 ions (2

formula units). The volume and shape of the cells were obtained from the fully relaxed cells
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used for the energy calculations by enforcing tetragonal symmetry (equality of the a and b

lattice parameters). The time step of the simulation was 2 fs. To reduce the computational

cost of the calculation, forces were calculated using a single k-point. Temperatures were

initialized at 300 K and scaled to the appropriate temperature over 1000 time steps (2 ps),

starting from the ground state structure. Simulations between 600 K and 900 K lasted

350,000 time steps (700 ps), and simulations above 900 K lasted 250,000 time steps (500 ps).

Calculation of the activation energy (Ea) and extrapolation of results to room temper-

ature was performed with an Arrhenius fit to the diffusivity data. The Haven ratio, Hr, an

indication of the cooperativity of ionic motion, is calculated from the ratio of Dself to the

D, in each simulation.

2.7.3 Ionic probability density

Na-ion probability densities were calculated from the AIMD simulations. After enforcing

P42/nmc symmetry, Na-ion positions relative to the center of mass of the framework (P, M,

S) atoms were smoothed using a Gaussian kernel with standard deviation of 0.2 A, and the

resulting density visualized using Vesta[96.

2.7.4 Fractional occupancies

Fractional occupancies were calculated using a k-means clustering algorithm[87], initialized

with atomic positions from the structure of LGPS[80]. At each clustering step, the shortest

distance (taking into account periodic boundary conditions) to each mean was calculated,

and a linear assignment algorithm[61] as implemented in pymatgen[110] was used at each

simulation time step to assign each Na-ion position to the nearest mean, ensuring that at
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most a single Na atom from each time step is assigned to any given mean. The resulting

cluster sizes and centroids were used to define the occupancy and location of Na sites.
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Chapter 3

The effects of anion framework on

ionic conduction

The results of the previous chapter, specifically the close parallels between the performance

of the Li and Na versions of the tetragonal structural frameworks, suggest that structural

features of the conductor play a large role in determining ionic conductivity. Here, we reveal

a more fundamental relationship between anion packing and ionic transport in fast Li-ion

conducting materials, finding that the similarities in crystal structure between Li1oGeP 2 S1 2

and Na1oSnP 2S 12 actually place them within a much larger, though up until now unrec-

ognized, family of ionic conductors even including the high conductivity phase of silver

iodide. We find that an underlying body-centered cubic (bcc)-like anion framework that

allows direct Li hops between adjacent tetrahedral sites is most desirable for achieving high

ionic conductivity. This anion arrangement is present (albeit in a highly distorted state) in

several fast ionic conductors.
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3.1 Diffusion within crystal structures

The basic step in ionic diffusion is the migration of the ion between stable sites through a

higher energy environment. The highest energy along this path is the activation energy for

migration, which in good ionic conductors contributes the main component to the activation

energy for long-range diffusion. The stable site for Li in ionic materials is usually a tetrahe-

dral or octahedral site connected to other polyhedral sites in the structure through shared

anion triangles. Examples of such paths in common battery cathode materials such as spinel

oxides or rocksalt-type oxides are well established[151, 1471. To understand the topology

of sites in good Li-ion conductors we begin by examining the crystal structure of two com-

pounds having the highest Li-ion conductivity reported to date, LiioGeP 2S 12 [65, 781 and

Li7 P3 Sii[164, 1291. The structure of LijoGeP 2S1 2 can be characterized by predominantly

tetrahedral coordination of Li, Ge and P cations within a tetragonal lattice[65, 801. In the

structure of Li7 P3 S1 1 , corner-sharing P2S 7
4 - ditetrahedra and PS 4 3- tetrahedra are sur-

rounded by Li ions primarily having tetrahedral coordination[164]. To better understand

the anion arrangements in these structures, we apply a structure matching algorithm to

map the sulfur positions to the three most common crystal lattices: body-centered-cubic

(bcc), face-centered-cubic (fcc) and hexagonal close-packed (hcp) lattices. Despite seeming

to be very different structures, we find that the sulfur sublattices of both LiioGeP2S 12 and

Li7 P 3 S1 1 very closely match a bcc lattice. The matchings are graphically shown in figures

3-1.
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Figure 3-1: Mapping of the anion sublattice to a bcc/fcc/hcp framework in solid-
state Li-ion conductors. Crystal structure of Li-ion conductors a) LiioGeP 2S 12 , b)
Li 7P3S 11 , c) Li2 S d) -y-Li3 PS 4 , and e) Li4 GeS 4 . Li atom, partially occupied Li atom, S
atom, PS4 tetrahedra and GeS4 tetrahedra (partially occupied in LiioGeP 2S12 ) are colored
green, green-white, yellow, purple and blue, respectively. In both LiioGeP2S 12 and Li7 P3 S 11
the sulfur anion sublattice can be closely mapped to a body-centered-cubic (bcc) framework

(red circles connected by red lines). In Li2 S the anion sublattice is an exact face-centered
cubic (fcc) matrix (yellow-red circles). The anion sublattices in y-Li3 PS4 and Li4 GeS 4 are
closely matched to a hexagonal close-packed (hcp) framework.
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3.2 Comparison of ideal sulfur sublattices

To explain the predominance of bcc sulfur frameworks in high-conductivity solid electrolytes,

we use the nudged elastic band method to determine Li+ migration barrier within the bcc,

fcc and hcp S 2 - anion lattices in the dilute limit of a single Li+ in a fixed S2- lattice with no

other cations present. This computational experiment allows us to directly assess the effect

of the anion configuration. The fcc and hcp lattices are present in many lithium sulfide

materials, for example Li2 S has an fcc sulfur sublattice (Figure 3-1c); Li4 GeS 4 and -y-Li3 PS 4

(space group: Pmn2i), the parent structures of LiioGeP2 S 12 and other thio-LISICONs, both

have an hcp sulfur sublattice (Fig 3-1d and Fig 3-ie). We use a lattice volume of 40 A3 per

S atom (the same as LiioGeP 2 S12 ) to keep the same free volume for Li diffusion in all anion

lattices. The migration paths and their energy are shown in Figure 3-2.

We find that for all S lattices Li is most stable in the tetrahedral site. In the bcc

S2- lattice, the Li ion migrates with a remarkably low barrier of only 0.15 eV along a

path connecting two face-sharing tetrahedral sites (TI and T2 in Figure 3-2a), hereafter

denoted as the T-T path. In the fcc anion lattice, Li migration between two tetrahedral sites

(TI and T2 in Figure 3-2b) is via an intermediate octahedral site (01), hereafter denoted

as the T-0-T path. This path is similar to what has been documented in fcc-structured

oxides[67, 151]. The presence of the octahedral site along the path makes the barrier for

T-0-T type migration in fcc much higher (0.39 eV at this volume). The T-0-T type path

can be also found in the ab-plane of the hcp lattice (TI to T2 through 01 in Figure 3-2c)

with an almost identical activation barrier (0.40 eV). Li migration along the c-axis of the hcp

lattice is primarily though a path connecting two face-sharing tetrahedral sites (TI and T3)
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with a lower barrier (0.20 eV), but it does not percolate and requires Li migration through

octahedral sites to achieve long-range Li diffusion. Li could also migrate between face-

sharing octahedral sites (01 and 02, 0.19 eV) along the c-axis, however additional activation

energy is required to access this path as the octahedral sites are unstable. Therefore, Li

conduction in a hcp lattice likely occurs by an alternation of T-T and T-0-T hopping,

and the T-O-T hops, with higher energy barriers, are the rate-limiting steps. At room

temperature this difference in activation energies between the bcc T-T path and hcp/fcc

T-0-T paths corresponds to about three orders of magnitude difference in conductivity (o-),

according to the relation o - e r

Volume is thought to be an important factor in ion mobility[109]. We extend our analysis

by evaluating the previously discussed migration barriers in all three lattices as a function

of volume between 28.5 A 3 (S atom) to 70.8 A3 /(S atom) which is the range observed in the

Inorganic Crystal Structure Database (ICSD) [9] for compounds that contain Li and S but not

N, 0, Se, F, Cl, Br, I or H (Figure 3-3). We find that for the bcc lattice the tetrahedral site

is lowest in energy for all volumes, with the Li migration barrier monotonically decreasing as

volume increases. The bcc arrangement remains optimal for Li mobility across all volumes

(Figure 3-4). In fcc and hcp lattices the Li migration mechanism varies with the lattice

volume. At small volumes (regime I in Figure 3-4), the most stable Li sites are octahedral

due to the larger size of this site and the activation barrier is very large due to a large

energy penalty when Li ion passes through an extremely small three-coordinated bottleneck.

As the volume gets larger (regime II in Figure 3-4), the tetrahedral site becomes more

stable, and the activation energy decreases as the size of the three-coordinated bottleneck

increases. The crossover in site energies creates non-monotonic behavior of the migration
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energy with volume in these close-packed lattices. At larger volumes (regime III in Figure

3-4), the octahedral site is no longer stable, and Li migration occurs directly between two

tetrahedral sites bypassing the center of the octahedra, with a decreasing barrier as the

volume further increases. The results in Figure 3-4 indicate clearly that bcc is the preferred

anion arrangement for Li-ion conductors due to the low barrier of the T-T path.

20

c15
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Volume per S (A3 )

Figure 3-3: Volume per sulfur atom for materials in the ICSD. Materials were
chosen that contained lithium and sulfur but no other anion species (N, 0, Se, F, Cl, Br, I)
or hydrogen. The data set from ICSD we use is cleaned by removing duplicate structures.

The above model analysis is validated by comparing it to the experimental activation

energy in real compounds. The calculated 0.15 eV barrier in the bcc sulfur lattice with a

volume of 40 A 3 is only slightly lower than the experimentally determined activation energies

of LiioGeP 2S 1 2 (0.25 eV[65] and 0.22 eV[78]) and other derivatives with similar structures

(0.22 eV of Li7GePSs[78], 0.20 eV of Li1oSiP 2S 12[161] and 0.27 eV of LiioSnP 2S1 2 [79, 12]),

and very close to that of Li7 P3 S 11 (0.18 eV[129]) with a similar volume (37.7 A 3 ), as shown

in Figure 3-4. The experimental activation energies of Li4 GeS4 (0.53 eV[98] with volume of
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41.8 A 3 ) and -y-Li3PS4 (0.49 eV[98] with volume of 38.6 A3 ) are also close to the calculated

barrier for the hcp lattice (0.40 eV at V=40.0 A 3 ). It is to be expected that the barriers for

real compounds are higher than those in our model analysis, as the electrostatic interaction

between the migrating Li+ and the other cations is usually the highest in the activated

state[67, 153], so adding the relevant cations in our simulations would increase activation

energies. For materials without any tetrahedral vacancies such as Li2 S, our model under-

estimates the diffusion activation energy as it considers only the migration barrier and not

the contribution of the defect (e.g., vacancy) formation energy.

il '..' T-. bcc (T-T)
1.0 -. fec (T-0-T)
> - hcp (T-0-T)

0 8 ... 0 hCp (T-T)
-- hcP (0-0)]
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0.2

0.0 U_-Ali
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Volume per S (A:3)

Figure 3-4: Activation barrier for Li-ion migration versus lattice volume. Acti-

vation barrier calculated for the Li-ion migration pathways in the bcc/fcc/hcp S2- lattices

at different volumes. Solid and dotted lines are guides to the eye. Experimental activa-

tion energies for LiioGeP 2S12[65, 80], LiioSnP2 Sl2[12, 791, LiioSiP2S12[161], Li7P3Sir[129],
Li 2 S[85j, Li4 GeS 4 [98] and y-Li 3 PS4 [98] are marked by a star symbol for comparison. The

underestimate of the activation energy for Li2 S is due to fact that the experimental value

contains contributions from the defect formation energy.
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3.3 Li-ion probability density analysis

Our analysis of differences in the diffusion mechanisms of bcc, fcc and hcp sulfur lattices

are further confirmed by the probability density of Li ions obtained from ab initio molecular

dynamics (AIMD) simulations for several Li-ion conductors (Figure 3-5). The simulations

are performed at 900K to speed up diffusion and reduce the simulation time. The probability

density is defined as the time-averaged spatial occupancy probability of Li-ions in the crystal

structure, and is inversely correlated to the Li site energy. For two sites with probabilities

P1 and P2, the difference in their free energies can be given approximately by AG =

-kTln(P1/P2 ). At 900 K, each doubling of probability corresponds to a decrease in Li

site energy of about 50 meV.

The distribution of Li ions in LiioGeP 2S 12 demonstrates that conduction occurs pre-

dominantly via the channels connecting tetrahedrally coordinated Li sites along the c-axis

(Figure 3-5a). Notably, the probability density extends between these tetrahedral sites with

relatively large probabilities, suggesting high Li occupancy along the diffusion channels,

which is also seen experimentally[65, 951. The evenly distributed probability densities indi-

cate that Li ions have a relatively flat energy landscape along the channels, and the energy

barriers for diffusion between these sites are low, in agreement with our analysis of the bare

sulfide lattices. In Li7 P3 S1 1 the probability densities form a three-dimensional Li diffusion

network (Figure 3-5b). As compared to LiioGeP 2S 12 , the densities in Li7 P 3S 11 are more

evenly distributed within the diffusion network, confirming the small activation energy of

0.18 eV (0.19eV) reported experimentally[129] (computationally), even lower than that of

LijoGeP2 S 12 (0.22-0.25 eV[65, 78]). In contrast, Li ions are almost exclusively found on
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Figure 3-5: Li ion probability densities in Li-ion conductors. The probability densities
of Li ions are obtained from AIMD simulations at 900 K in a) LijoGeP2 S12 , b) Li7 P3S11, C)
Li2S, and d) Li4 GeS4. Isosurfaces of the ionic probability densities are plotted at increasing
isovalues ranging from 2P0 to 32P0 , where P0 is defined to be the mean value of the lithium
atomic density for each structure. PS4 tetrahedra and GeS4 tetrahedra are colored purple
and blue, respectively. The sulfur atoms are shown as small yellow circles for Li2 S
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the isolated tetrahedral sites in the fcc sulfur framework of Li2 S (Figure 3-5c) even when

Li vacancies are induced (see Methods). The Li occupancy is negligibly small at the oc-

tahedral sites, which are required to connect the tetrahedral sites and form a percolating

diffusion network. The absence of a connected diffusion network indicates that the Li ions

hop through these octahedral sites at a very low frequency, and that the octahedral-site

energies are much higher than in the tetrahedral sites, again in agreement with the results

on the bare sulfide lattices. In Li4 GeS 4 , which has an underlying hcp sulfur lattice, the

probability densities are localized in pairs of face-sharing tetrahedral sites (elliptical regions

in Figure 3-5d), corresponding to the T-T path (Figure 3-2c). A percolation network for

long-range Li diffusion can be only formed through the bridging octahedral sites, which have

significantly smaller occupation probability. Therefore, the energy landscape for Li-ions in

Li4 GeS4 and Li2 S is considerably more corrugated than in LiioGeP 2S 12 or Li7 P3 S1 1 , leading

to the higher activation energies found in Li4 GeS 4 and Li2 S.

3.4 Discussion

A general principle for the design of Li-ion conductors with low activation energy can be

distilled from the above findings: all the sites within the diffusion network should be en-

ergetically close to equivalent, with large channels connecting them. The superior ionic

conductivity of Li-ion conductors with a bcc-like anion framework, e.g., LiioGeP 2 S12 and

Li7P 3 S1 1 , is due to the primarily tetrahedral coordination of the Li ions and their geomet-

ric similarity to the bcc anion sublattice, which contains a percolating network composed

entirely of tetrahedral sites that are crystallographically and energetically equivalent. This
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is unlike structures with the more common hcp or fcc anion frameworks, which require mi-

gration through sites with very different coordination (e.g. 4 and 6) to achieve percolation.

In Figure 3-6 we show the Li-containing sulfides from ICSD screened with our bcc frame-

work matching algorithm. Transition-metal (TM) containing compounds are excluded as

TM cations can be easily reduced by the lithium anode. Only 25 compounds can be matched

to bcc, and most of them are significantly distorted from a perfect bcc lattice. The superi-

onic conductors LiioGeP2 S 12 and Li7 P3S1 1 are among the few sulfides that are well matched

to bcc. This screening demonstrates that the bcc framework serves as a descriptor for Li-ion

conductors with high conductivity. A few other Li-ion conductors, such as Li3 BS3 [156] and

#3-Li3 PS4 (space group: Pnma)[48, 861, which are reported to exhibit high conductivities

and low activation energies, also emerge from this screening. Note that the screening results

include materials whose closest match is fcc or hcp sublattice (e.g. Li4 GeS 4 , -- Li3 PS4 to

hcp, see Methods) but that can be mapped to bcc if relatively large length and angle devi-

ations are allowed. As the bcc framework is much less common for anions than hcp or fcc,

very high ionic conductivity is limited to a small group of compounds.

We expect the above principle to be transferable to other combinations of mobile cations

and immobile anion lattices. For example, in the recently discovered Li-ion conductors

Li3 OCl and Li3 OBr with the anti-perovskite structure[168] the oxygen and halide anions

are bcc packed. With the presence of Li interstitials the activation energy can be as low

as 0.17 eV as they activate a path connecting energy-equivalent tetrahedral sites[25J. The

known fast Ag+ and Cu+ conducting halides and chalcogenides (e.g., a-AgI) also have bcc

anion sublattices, and possess higher ionic conductivities than fcc and hcp-based phases[53j.

These findings are also transferable to other chemical systems; the migration barrier is lowest
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Figure 3-6: Screened ICSD compounds containing Li and S with similarity to a
bcc-like anion framework using the structural matching algorithm. Compounds
with transition metal cations are excluded. The lattice length deviation is defined as ai =

1 - min(a, b, c)/ max(a, b, c), and the angle deviation is defined as oe = max(190' - a, 190' -
#1, 190' - -/I), where the a, b, c, a, 3, and y are the conventional unit-cell parameters of the
transformed lattice. For an ideal compound with a perfect bcc anion framework o- = O = 0.

for bcc anion lattice for lithium in 02- and halide lattices, and for other cations including

Na+ or Mg2+ [157J. We note that although we predict low activation energies for oxides

with bec oxygen framework, the typically higher activation energy one finds in oxides mainly

comes from the much lower frequency with which oxygen takes on a bcc-like arrangement

compared to sulfur, and from the smaller volume and reduced polarizability of oxides, which

increases the electrostatic interactions between the migrating ion and the other cations.

It is worth noting that there exist a few examples of non-bcc type anion frameworks that

also accommodate a network composed entirely of tetrahedral sites for the mobile cations.

Such frameworks can be found in the crystal structures of ionic conductors including the

argyrodite-type Li7 PS6 and its halide-substituted derivatives Li6 PS 5 X (X=Cl, Br, 1)[21],

and a very recently reported sodium conductor[43, 139] cubic-Na 3 PS4 , which exhibit good

59



ionic conductivities close to 1 mS cm- 1 at room temperature. These structures' frameworks

cannot be closely matched to a bcc, fcc, or hcp sublattice, but the underlying mechanism for

cation migration through the percolating face-shared tetrahedral sites with low activation

energy is fundamentally very similar to the bcc-type superionic conductors.

3.5 Conclusions

In this chapter, we investigated the critical influences of the anion-host matrix on the ionic

conductivity of solid-state Li-ion conductors. A novel descriptor emerges from these findings:

anion sublattices with bcc-like frameworks are superior for Li-ion diffusion leading to a lower

activation barrier than in other close-packed frameworks. The bcc anion framework allows

the Li ions to migrate within a network of interconnected tetrahedral sites possessing equiv-

alent energies. This feature is found in recently synthesized superionic Li-ion conductors

such as LiioGeP2S 12 and Li7 P 3S 1 1 . This new insight has predictive power and can serve

as valuable design guidelines for developing fast ion-conducting materials with improved

properties, as well as for further searches for new types of Li-ion conductor materials.

3.6 Computational details

3.6.1 Crystal structure analysis

In order to compare structural features between materials, we develop an algorithm to iden-

tify similar crystal structures and substructures. The algorithm is in principle similar to

previously reported affine mapping techniques[54, 15j, and implemented in pymatgen[110].

The algorithm finds an affine mapping between two structures that exactly matches their
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Figure 3-7: Computing structural similarity. 2d schematic of the mapping algorithm.
The two input structures A and B are mapped via affine transformations onto a lattice
generated by the average of the two lattice parameters, while minimizing the RMS distance
(of di and d2 ) between the sites. The affine transformations are generated to map each

lattice exactly onto the target lattice, leaving a translational degree of freedom to align the

sites.

periodicities, and minimizes the RMS distance between sites in each structure. Only affine

mappings that preserve lattice angles and lengths to within specified tolerances are consid-

ered. Structures are considered equivalent if the maximum distance between sites is below

a maximum tolerance. When the two structures contain differing numbers of sites, affine

mappings to supercells of the smaller structure are also considered. A schematic of the

mapping is shown in figure 3-7.

In order to compute the distortion of the sulfur sublattice in the conductor materials,

we find the affine transformation that maps supercells of the ideal bcc, fcc, and hcp lattices

onto the anion sublattice of the conductor crystal structure, and apply the inverse of this

affine transformation onto the conventional cell of the sulfur sublattice. We also report the

rms distance of the computed mapping.

To calculate the structural mappings shown in figure 3-1 between the anion lattice and

the ideal bcc, fcc, and hcp configurations, we apply the matching algorithm described with
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supercell lattice vector length tolerances of 5%, supercell lattice angle tolerances of 30, and

rms atomic displacements of 0.3(V)3 , where V/n is the volume of the structure normalized

by the number of atoms.

For the results of the ICSD screening, shown in figure 3-6, a looser mapping tolerance

of supercell lattice vector length tolerances of 20%, supercell lattice angle tolerances of 5'

were used. With these tolerances, it is possible that a structure matches to more than one

framework type, for example allowing the hcp lattices of 7-Li3 PS4 and Li4 GeS 4 to map to

a bcc sublattice, albeit with relatively large lattice length deviations.

3.6.2 Li-ion migration barrier calculations

Density functional theory based on the Perdew-Burke-Ernzerhof (PBE) generalized gradient

approximation[1151 with interactions between ion cores and valence electrons described by

the projector augmented wave (PAW) method[10] as implemented in the VASP package[761

was employed in the present work. The VASP pseudopotential set of Li (PAWPBE Li

17Jan2003), S (PAWPBE S 17Jan2003), P (PAWPBE P 17Jan2003), Ge (PAWPBE

Ge O5Jan2001), Si (PAWPBE Si 05Jan2001) and Sn (PAWPBE Sn-d 06Sep2000) was

used. Activation barriers for a Li-ion in sulfur bcc/fcc/hcp lattices were calculated using the

climbing-image nudged elastic band method (CI-NEB)[46] in a large supercell comprising

3 x 3 x 3 conventional unit-cells to minimize the interaction between the periodic images.

A 2 x 2 x 2 k-point grid was used and the cutoff of the kinetic energy was set to 500 eV

for all CI-NEB calculations. The supercells containing excess electrons were compensated

with a uniform background charge. All S atoms were fixed and only the migration Li atom

is allowed to relax. The calculated charge distribution and the Li-ion migration barrier in
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Figure 3-8: Charge density of framework with compensating background charge.

the S 2 - supercells with a single Li are in good agreement to those from calculations with

explicit cations (Figures 3-8 and 3-9).

To evaluate the validity of the approximations made in these barrier calculations, we

compare the charge density of a charge-compensated structure with that of one containing

explicit cations in figure 3-8. Because of the low electronegativity of the Li-ions, they give

up all of their charge to the sulfur framework and do not strongly effect the charge density.

We also compare the resulting activation energies from the NEB calculation in the charge

compensated and explicit case in 3-9. The calculated activation energies are in very close

agreement, though there is a small effect of interaction with neighboring Li in the shape of

the barrier. Nevertheless, these discrepancies are small compared to the differences obtained

between the different anion lattices investigated in this chapter.
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3.6.3 Li-ion probability density calculations

The lithium ionic probability densities (IPD) were calculated from the atom trajectories

monitored during the ab initio molecular dynamics (AIMD) simulations. The simulations

were taken on the canonical ensemble with a time step of 2 femtoseconds, with simulations

lasting 200 picoseconds for statistical analysis. A gamma-point-only sampling of k-space

and a lower plane-wave energy cutoff of 280 eV was used for all AIMD simulations. Details

of the AIMD simulation process can be found in previous works[110, 95]. The IPD values

within a structure were calculated by subdividing the supercell into a grid of cubic cells with

an edge length of 0.2 Aand counting the number of time steps for which each cell is occupied

by a Li-ion. The total ionic probability density f_ Pi = z, where N is the number of Li ions

in the unit-cell and is the volume of the unit-cell. Li vacancies are introduced in calculations
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of Li2S and Li4 GeS4 (6% and 9% of the Li ions are removed from the supercell of Li2S

and Li4GeS 4 , respectively), as stoichiometric Li2S and Li4GeS 4 do not show significant Li

diffusion and a converged AIMD simulation requires much longer simulation time.
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Chapter 4

Engineering of a new bcc ionic

conductor: Lil+2xZniPxPS 4

The structural analyses performed in the previous chapter showed that that a body-centered-

cubic (bcc) anion arrangement leads to high ionic conductivity in a number of fast lithium-

ion conducting materials[157. Using this bcc framework as a screening criterion reveals

a number of existing materials that match closely to this framework (Figure 3-6). The

majority of these close-to-bcc structures are known solid electrolytes, but we also find that

the 14 material LiZnPS4 contains a bcc framework and has the potential for very high ionic

conductivity. In this section, we apply ab initio computational techniques to investigate in

detail the ionic conductivity and defect properties of this material.

We find that while the stoichiometric structure has poor ionic conductivity, engineering

of its composition to introduce interstitial lithium defects is able to exploit the low migra-

tion barrier of the bcc anion structure. DFT calculations predict a solid-solution regime
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extending to x = 0.5 in Li+2xZnixPS 4 , and yield a new ionic conductor with exception-

ally high lithium-ion conductivity, potentially exceeding 50 mS cm- 1 at room temperature.

We apply ab initio molecular dynamics (AIMD) simulations to probe its conductivity, and

nudged elastic band simulations to investigate the transport mechanisms in greater detail.

To investigate the defect solubility and therefore the feasibility of experimentally obtaining

off-stoichiometric compositions in this structure, we compute the finite-temperature phase

diagram using cluster expansion Monte Carlo and frozen phonon calculations to capture the

effects of configurational and vibrational entropy respectively.

4.1 Crystal structure analysis

The crystal structure of LiZnPS4 has previously been characterized, [631 but to the best

of our knowledge it has never been studied in the context of ionic conduction. It can

be described as two alternating layers of corner sharing sulfur tetrahedra perpendicular

to the c-axis (Figure 4-1a). In the stoichiometric structure, one layer is half occupied by

phosphorus (P layer) and the other contains an ordered arrangement of Li and Zn atoms (Zn

layer). Using an affine-mapping transformation as implemented in the pymatgen software

package[110] we match the sulfur sublattice to a body centered tetragonal (bct) framework.

This affine mapping transforms the LZPS lattice exactly onto lattice points belonging to the

bct lattice, while minimizing the root-mean-square distance between the atom positions in

the two lattices. We find that the S 2 - sublattice in LZPS is very close to bcc, having an

a/c ratio of 0.9 and with sulfur atoms each displaced only 0.29 A from their ideal positions

(Figure 4-2). This compares favorably with the crystal structure of other known lithium
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superionic conductors. [157]

c

(a) (b)

Figure 4-1: Structures of a) ordered LiZnPS4 , and b) off-stoichiometric disor-
dered Lii 2 Zn1_xPS 4 . Purple PS4 , grey ZnS4 , and green LiS4 tetrahedra. When the Li
concentration is increased, Li+-ions begin to occupy vacant tetrahedral sites in the P layer,
compensated by substitution of a Li+ for a nearby Zn2+. The primary transport mechanisms
of each structure are shown schematically with an arrow indicating the atom motion. Each
color represents a separate mechanism

In addition to the stoichiometric structure, we are interested in studying the conduction

properties of the Li-rich compositions of Lii+2xZn1_,PS 4 with x > 0. As excess lithium is

introduced, we expect lithium ions to occupy vacant sites in the P layer (which we will refer

to as Li+-interstitials) since there are no remaining non-edge-sharing sites available in the

Zn layer (Figure 4-1b). This is confirmed by DFT calculations of the alternative interstitial

configurations; Li-ions initialized in the edge sharing tetrahedral site in the Zn-layer or in the

octahedral site between the Zn and P layers both relax to the corner-sharing tetrahedral site

in the P layer. Preferred Li-occupancy of the P layer is also shown by the Li-ion probability

density calculated from AIMD simulations (Figure 4-4). Because of the relatively small size

of the PS4 tetrahedron, the P layer is slightly thinner than the Zn layer and these remaining

tetrahedral sites are high energy in comparison to the standard LiLi-sites. Each interstitial
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.

Figure 4-2: Mapping the LZPS sulfur framework to a bcc sublattice. Ideal body-
centered-tetragonal (bet) lattice (red) with an a/c ratio of 0.90 overlaid on the sulfur frame-
work (yellow) of Lii+2xZni-PS4 . Transparent tetrahedra are: PS4 (purple), ZnS4 (grey),
and LiS4 (green). The sulfur atoms are each displaced 0.29 A from the idealized bet position

Li+ is charge compensated by substitution of a nearby Zn2+ atom with Li+. Our calculations

will show that this occupancy is crucial for improving ionic transport.

4.2 Ionic conductivity

The bce anion sublattice of LZPS suggests that it will have high lithium ion mobility, which

we confirm using ab initio molecular dynamics simulations (AIMD), and nudged elastic

band (NEB) calculations, both using DFT to calculate energies and forces. The presence

of defects can have very significant effects on ionic transport; we calculate the diffusivity

and ionic conductivity of the pristine structure and at a range of defect concentrations on

Lii+2XZnixPS 4 , from x = 0 to x = 0.75. This compositional range was selected for the

expected high mobility and low defect energy of this interstitial defect. All DFT calculations

are use the Perdew-Burke-Ernzerhof (PBE) generalized gradient approximations[ 115] using

the projector augmented wave (PAW) method[10] as implemented in the Vienna Ab initio
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Simulation Package (VASP).1761 Pseudopotentials used were PAWPBE Zn 06Sep2000,

PAWPBE Li 17Jan2003, PAW_PBE P 17Jan2003, and PAWPBE S 17Jan2003. For

AIMD and NEB calculations, the energy cutoff was 280 eV.

4.2.1 Ab initio molecular dynamics

For these AIMD calculations, an NVT ensemble was simulated using a time step of 2 fs and a

Nos6-Hoover thermostat[105 with a period of 80 fs. A minimal r-point only k-point grid was

used, and calculations were non-spin-polarized. The lowest energy atomic arrangement on a

2 x 2 x 1 supercell of the conventional cell (Figure 4-1) was simulated for each composition.

AIMD simulations were run every 100 K between 400 and 900 K for 240,000 time steps

(480 ps). Results of the simulations are shown in Figure 4-3, and calculated diffusivities,

activation energies, and extrapolated room temperature conductivities in Table 4.1. For the

stoichiometric structure LiZnPS 4 , diffusion calculations below 700 K did not converge due

to the low amount of atomic motion in the simulations.

Table 4.1: Calculated activation energy (Ea) and extrapolated room temperature
(RT) conductivity for Li+2,Znl-,PS 4 from MD simulations.

Composition Ea / eV RT Conductivity / mS cm
LiZnPS4  1.07 1.81 x 109

Lil.25 Zno.S75PS4 0.252 3.44
Lii.5 ZnO.75PS 4  0.181 27.7

Li2 Zno.5 PS 4  0.165 53.8
Li 2.5 ZnO. 25PS 4  0.140 114

The AIMD simulations show a very strong trend of increasing conductivity with lithium-

ion concentration, with extrapolated room temperature conductivity increasing by ten orders

of magnitude between the x = 0 and x = 0.75 compositions. The maximum RT conductiv-

ity obtained, 114 mS cm- 1 at Li2 .5 Zno.2 5 PS4 is significantly higher than that of any known
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Figure 4-3: Arrhenius plot of Li-ion diffusivity in Li+2xZnl_ PS 4
simulations. Dotted lines are least-squares fits to the data.

from AIMD

solid Li-ion conductor. While the stoichiometric compound has a very high activation en-

ergy, reflecting the need to thermally create carriers, as soon as Li-excess is introduced the

activation energy drops to the low values expected for the bcc anion framework. The mech-

anisms of this diffusion process and the feasibility of attaining these compositions, will be

investigated in the next sections.

4.2.2 Nudged elastic band calculations

To better understand the transport mechanisms in this material, we performed nudged elas-

tic band (NEB)[62] calculations of the vacancy migration barrier and cooperative migration

in LiiOZn7 P 8 S32 , along the ion paths shown schematically in Figure 4-1. NEB calculations

determine the migration energy required to reach the transition state, which is closely related

to the activation energy for transport in the Arrhenius relation of the ionic conductivity.

We distinguish three mechanisms: the vacancy migration mechanism (Figure 4-1a) tracks
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Figure 4-4: Representative Li-ion probability density isosurfaces in LZPS. Data
calculated from AIMD of Lil. 25 ZnO.87 5PS 4 at 800 K and projected onto the conventional
cell. Since there is some Lizn occupancy, some diffusion occurs through the Zn site (grey
tetrahedra). The high-probability regions (dark green) correspond to the tetrahedral lithium
sites shown in Figure 4-1b. The lower probability (lighter transparent green) regions show
the Li-ion conducting pathways through the crystal structure.

the motion of a Li-vacancy from one Zn layer to another, with a Li-ion passing through

the empty tetrahedral site in the phosphorus layer; in Li+-interstitial migration, there are

two relevant cooperative mechanisms (Figure 4-1b) that result in net motion of one Li+_

interstitial moving between P layers. Because of the difference in Li-site energy between the

P and Zn layers, lithium vacancies in the Zn layer are unstable and migration must start

and end with full occupancy of the Zn layer. In both cooperative pathways, an interstitial

Li-ion moves from the P to Zn layer, displacing a second Li-ion that moves to a vacant

site in the P layer. Under Li-excess, some of the zinc atoms in the stoichiometric structure

are replaced by lithium, so this cooperative mechanism can occur either through a LiLi-site

(purple arrow), or through a Lizn site (blue arrow). These sites are structurally very similar,

but differ in the occupancy of their in-layer tetrahedral neighbors: Zn for the LiLi site, Li

73



for the Lizn site. Whereas the vacancy migration and cooperative path through the LiLi-site

are percolating 3d conduction pathways, percolation of the Liz, pathway requires a high

lithium content to increase the number of these sites.

For the vacancy mechanism NEB calculation, the defect charge is compensated by a uni-

form background charge to retain the oxidation states of the pristine structure. The calcula-

tions for the cooperative mechanisms use a structure with the composition Lij. 25 Zno.875PS4-

The calculated energies of these three pathways are shown in Figure 4-5.

0.5- 0-- Vacancy
.- Interstitial, UU
v-v Interstitial, Lizn

0.4

0.3

C: 0. 2

0.1

0.0 Li-ion migration path

Figure 4-5: NEB barriers for Li-defect migration in LZPS. Energy along the minimal

energy pathway for a charge-compensated vacancy defect (red) and an interstitial with

cooperative motion (blue, through Lizn, and purple, through LiLi) in Lii.2 5 Zno.875PS4 .

The vacancy migration barrier is calculated to be 414 meV, much higher than that

of interstitial lithium through the Lizn site, 226 meV, and the interstitial path through

the LiLi site calculated to be 358 meV. At room temperature the difference between the

high and low barriers corresponds approximately to three orders of magnitude in lithium

diffusivity, emphasizing the importance of achieving interstitial rather than vacancy defects
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for conductivity.

The vacancy migration barrier (414 meV) is, however, still much lower than the activation

energy calculated from AIMD in stoichiometric LiZnPS 4 (1070 meV). This is to be expected

as there are no extrinsic defects at the stoichiometric composition and their formation energy

will contribute significantly to the measured activation energy. The large increase in the

AIMD calculated conductivity with increasing lithium concentration (Table 4.1) is due to

a combination of 1) the introduction of extrinsic defects, 2) the lower energy barrier of the

cooperative Li migration, and 3) an increase in the number of Liz, sites, allowing percolation

by this lower energy mechanism. It is clear that LZPS can achieve a very high conductivity

if high enough off-stoichiometry can be achieved. In the next section we use ab initio phase

diagram methods which investigate the solubility limits in LZPS.

4.3 Defect solubility

4.3.1 Cluster expansion

Because of the high conductivity of the interstitial defect in Lii+2 xZn1_,PS 4 , it is par-

ticularly important to understand its solubility limit. We calculate the finite-temperature

pseudo-binary phase diagram between the 14 LiZnPS 4 and the Pmn21 phase of '-Li 3 PS 4

[481, the ground state structure at the Li3 PS4 composition, to determine the accessible com-

positional range of this solid solution. Two high temperature polymorphs of Li3 PS 4 , # and

a, are also observed in this system,[48] but the DFT enthalpy and phonon free energies pre-

dict a transition from the -y to /-phase above 850 K, and so inclusion of these polymorphs

would have a minimal effect on the calculated defect solubility of Lii+2XZn_,,PS 4 over the
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considered temperature range of 0 to 1000 K. We confirm that the pseudo-binary equilib-

rium is the relevant decomposition along this tieline (i.e. that no other phases, or lower

energy equilibrium of other phases, exists in the quaternary phase diagram between these

end members) by calculating the energies of all known compounds in the Li-Zn-P-S chemi-

cal space and those generated by applying a data-mined ionic substitution algorithm[40] to

known crystal structures in other chemical systems using a probability threshold of 10-4.

From these energies, we construct the ground state (0 K) phase diagram (Figure 4-6) using

the convex hull implementation of the pymatgen software package.[110] This methodology

finds all compositions that cannot lower their energy by decomposing into any combina-

tion of other phases. From these calculations, we find that the end members, LiZnPS 4 and

-Li 3 PS4 , are indeed stable, and that compositions between these phases decompose to a

mixture of these end members at 0 K.

Cluster expansions represent the energy of a periodic arrangement of atoms as a func-

tion of their local environments, and are a well-established techniques for calculating con-

figurational entropy for phase diagrams.[125, 127, 30, 18, 112, 1491 The cluster expansion

methodology developed for this work is described in further detail in section 4.6.1. Total

energy calculations for the phase diagram and for fitting the cluster expansion use an energy

cutoff of 520 eV, a k-point grid containing at least 1000/natoms, and are spin-polarized for

compatibility with previous total energy calculations and phase diagrams.[56 For both the

-y-Li 3 PS4 and Lil+2XZnlXPS4 structures we build an energy model consisting of a short

range cluster expansion containing point terms, pair terms to 8 A, and triplet terms to 5 A,

and a long range electrostatic component modeling the interactions between ideal charges on

each ion (i.e. Li+, Zn2+, P5+, S2-) parameterized by the relative permittivity. The cluster
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Figure 4-6: OK phase diagram of the Li-Zn-P-S system. a) DFT calculated 0 K

phase diagram of the Li-Zn-P-S chemical system. Note the tieline between the LiZnS4 and

Li3PS4 compositions indicating their coexistence. b) DFT calculated formation energies
of calculated structures along the LiZnS4-Li3PS4 tieline. These structures were generated
either with the cluster expansion Monte Carlo simulation or the ionic substitution algorithm

from known materials in other chemical systems.
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expansion and long range electrostatic interactions are fit simultaneously to ensure that the

electrostatic model captures only the long range effects.

The I4 structure requires a coupled-cluster expansion[141] with a lattice of Li/Vacancy

and another of Li/Zn occupancy, and the Pmn21 structure a ternary cluster expansion

with Li/Zn/Vacancy occupancy on two distinct sites. This model is fit to DFT computed

structures using a compressive sensing approach[16, 35, 103] penalizing the Li-norm of the

effective cluster interactions (ECI's, u) according to equation 4.1, in which A is the feature

matrix and f the DFT computed structure energies, using the split-Bregman algorithm.[35]

The error term weight (p) was chosen for each lattice to minimize the out-of-sample root

mean square error.

u = argmin I ulli + ||Au - f|112 (4.1)

The out-of-sample root mean square error of these cluster expansions, as calculated from

5-fold cross validation, was 3.1 meV per formula unit (1.6 meV p.f.u in-sample error; 2 Li/Zn

sites and one Li/Vacancy site) for the 14 lattice, and 3.5 meV p.f.u (2.1 meV p.f.u. in-sample

error; 3 sites with Li/Zn/Vacancy occupancy) for the Pmn2i lattice. These errors are very

small on the energy scale of the disordering transformation (- 75 meV p.f.u.). We calculate

the internal energy as a function of temperature for each of these phases from canonical

ensemble (constant composition) Monte Carlo simulations using the Metropolis-Hastings

algorithm[39 (see Section 4.6.2) at 33 evenly-spaced compositions between LiZnPS 4 and

Li3 PS 4 . In these calculations, each Monte Carlo cell contains 64 formula units and has

lattice vectors of at least 20 A. Ten million Monte Carlo perturbations (MC steps) were

simulated at each temperature after an initial equilibration period of one million MC steps.
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Twenty temperatures between 0 K and 1200 K were simulated at each composition, with

internal energies at intermediate values computed by reweighting the observed energies from

nearby temperatures. [291 Entropies and free energies are obtained from these calculation by

thermodynamic integration at each composition from 0 K according to equation 4.2, where

Cp is the heat capacity, kB Boltzmann's constant, and Qgs the degeneracy of the ground

state structure.

S = kB log(Qgs) + jT dT (4.2)

The degeneracy of the ground state is included here because we have confined the system to

a specific periodicity and composition, and therefore the ground state entropy of this system

is not defined to be 0 at 0 K.

4.3.2 Phonon calculations

The effects of phonons are calculated using the phonopy software package.[143 Because of

the large computational expense of these calculations, especially for low symmetry struc-

tures, phonon free energy calculations were calculated for x=0, 0.5, and 1 compositions

within each lattice, and values for intermediate compositions were interpolated from these

calculations. At each of these compositions, the lowest energy configuration on the or-

thorhombic conventional cell containing 2 formula units was used. The phonon calculation

calculated the Hessian matrix for orthorhombic supercells with lattice vectors as close as

possible to 20 A.

The results of the phonon calculations, shown in Table 4.2, show a stabilizing effect on

the high-conductivity 14 structures. To display the effects on relative phase stability more
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Figure 4-7: Phonon density of states for LZPS. Partial phonon densities of states for a)
Pmn2j Li3PS4, b) Pmn2j Li2ZnO.5PS4, C) 14-Li3PS4, d) 14 Li2Zno.5PS4, and e) 14 LiZnPS4.
Blue - Li in the Li/Zn layer or in the Pmn2j structure. Green - Zn. Red - P. Teal - S.
Purple - Li in the Li/P, layer in the 14 structure.
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easily, we have referenced all thermodynamic values to those of the 14 phase at LiZnPS4

and of the Pmn2 1 phase at Li3 PS4 - While the magnitude of the effect of the phonons is

roughly similar to that of the configurational entropy, the phonons have a much greater

effect on phase selection in the off-stoichiometric structures - a difference of almost 30 meV

p.f.u in phonon free energy between phases at 600 K, compared to a difference of 7.5 meV

p.f.u for the configurational entropy. From the projected phonon densities of states (shown

in Figure 4-7), this stabilization is seen to be a result of the lower phonon frequency of the

lithium in the phosphorus layers relative to the non-defect Li, which is consistent with the

low activation energy of the cooperative defect mechanism.

Table 4.2: 0 K enthalpy and free energy contributions from phonons and con-
figurational entropy of LZPS and competing phases. Data is tabulated for various
compositions of the 14 and Pmn2 1 phases at 600 K. All values have been referenced to the

14 phase at LiZnPS4 and the Pmn21 phase at Li3 PS 4 -
Composition

LiZnPS4  Li2 Zno.5 PS4  Li3 PS 4
0 K Enthalpy (meV /f.u.)

14 0 77.1 90.2
Pmn21  n/a 73.0 0

Configurational free energy (meV / f.u.)
14 0 -35.2 0

Pmn21  n/a -28.7 0
Phonon free energy (me V / f.u.)

14 0 -42.7 9.8
Pmn21 n/a -13.9 0

4.3.3 Finite temperature phase diagram

We combine the results of the phonon and cluster expansion Monte Carlo calculations to

produce the pseudo-binary phase diagram in Figure 4-8a. For calculation of the phase

diagram, configurational free energies are smoothed across compositional space to eliminate

artifacts from the finite cell size of the Monte Carlo calculations, and the behavior at the
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Figure 4-8: Pseudo-binary phase diagram of the LiZnPS4 --y-LisPS 4 system, with
and without phonon energies. a) Phase diagram including phonons. b) Phase diagram
excluding phonons. Free energies generated from cluster expansion Monte Carlo and phonon
calculations.

extremes of composition (i.e. in the very low-defect limits) is fit to a regular solution

model to ensure physically reasonable solubilities at these extrema. The free energies from

phonon calculations were added to these configurational free energies, and the solubility

limits found by the intersection of the common tangent with the free energy curves at

each temperature. The calculated phase diagram shows that the Li2 Zno.5 PS4 (x = 0.5)

composition is stabilized above -950 K. Emphasizing the importance of the phonon free

energy on the defect solubility, the phase diagram calculated without phonons shows a

maximum solubility of only x = 0.15 (Figure 4-8b).

4.4 Discussion

LZPS can be added to the short but growing list of ionic conductors with a bcc anion

framework and exceptionally high mobility. Computational analysis of this material demon-
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strates that the bce structural framework guarantees that there is a low barrier between

the interconnected tetrahedral sites only if the sites themselves have similar energies; the

introduction of interstitial Li-ion defects is key to unlocking the high performance of LZPS

due to the different character of the Li/Zn and P layers. Analysis of this material via the

kinetically resolved activation barrier technique[153] (i.e. by comparing the energy of the

transition state to the average of the endpoint energies) yields a barrier of -150 meV, which

would yield exceptionally fast diffusion, and is very much in line with the estimate for the

idealized sulfur lattice in reference [157]. By adding interstitial defects, there is at least

one atom in the higher energy state at all times that smooths out the energy landscape

considerably, evidenced by the lower activation energies both in the NEB (Figure 4-5) and

MD calculations (Table 4.1 and Figure 4-3).

The extremely high solubility of the Li-interstitial defect in the LZPS structure can be

understood by considering the coupling between the Zn layer and the Li-interstitials. At

low temperatures, order on the Zn layer makes the insertion of Li-interstitials energetically

unfavorable. At moderate temperatures, above around 400 K across the compositional range,

adding lithium interstitials and replacing some Zn with Li allows this layer to disorder more

easily, increasing the entropic driving force for interstitial incorporation.

Many thiophosphate conductor materials, in particular those containing metal or metal-

loid elements, are not stable against pure lithium. [95, 109, 161, 121] Contact with a lithium

metal anode may reduce the Zn2 + in LZPS and result in electrical conductivity similar to

LijoGeP 2 S 12 and related materials. However, Li9 .54 Si1 .74 P1 .44 S 11.7 ClO. 3 has been shown to

be effective in combination with a Li4 Ti5 O1 2 anode in a high-rate cell. [71] The more negative

formation energy per sulfur atom of ZnS compared to SiS 2 [77] suggests that the low voltage
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stability limit of Zn-containing sulfides will be - 0.5 V lower than Si-containing sulfides.

Interfacial stability may alternately be achieved with the use of an electronically insulating

anode coating.

LZPS also illustrates the importance of phonon stabilization in ionic conductors. The

two competing lattices, based on the LiZnPS 4 and 7-Li3 PS4 structures, have similar config-

urational entropy and enthalpy for the Li2 Zn0 .5 PS4 composition (Table 4.2), but the excess

phonon free energy is much higher for the LZPS structure with its highly mobile Li sublattice.

Our calculations show the typical phenomenon of the effects of phonon free energies being

similar in magnitude to those of configurational entropy.[3, 150] The importance of phonons

in stabilizing ionically conducting materials has been noted previously in similar materials

including NaioGeP 2 S12 [122, 66] and Li7 P3 S1 1 [191, but here it is especially apparent also in

its stark effect on defect solubility.

The calculated migration barriers (Figure 4-5) are significantly lower for the Li interstitial

through the Lizn site, compared to the LiLi site. It is therefore desirable to increase the

number of such sites to achieve percolation through the low energy pathway. This can be

done either by increasing the Li content through the Zn2+ -+ 2 Li+ substitution, as has

been investigated here. An alternative method may be by replacing the Zn with a Li atom

and charge compensating that substitution by doping on the anion lattice (e.g. S2- -+ CL-)

or by doping on the Zn site (e.g. Zn2+ -+ Ga3+).. This would reduce the number of (high

energy) lithium interstitials required for the low energy pathway to become percolating, and

so higher Lizn concentrations may be achievable by these means.
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4.5 Conclusions

We have applied the recently discovered design criterion of a bcc anion sublattice together

with ab initio computational methods to predict a new lithium thiophosphate conductor

with a large range of solubility, Lii 2xZniPS4 (0 < x < 0.5), and extraordinarily high

conductivity. We show that the highly defective compositions on this framework have the

potential for the greatest room temperature conductivity of any solid lithium ion conductor,

and that the maximum conductivity is limited by the defect solubility. If the solubility

range could somehow be extended further to Li2 .5 Zno.25 PS4 (x = 0.75), a conductivity in

excess of 100 mS cm- 1 may be attainable. Even with the x < 0.5 limitation, the high defect

solubility yields an expected ionic conductivity of 54 mS cm-1, exceeding the performance

of current state-of-the-art. The combination of molecular dynamics studies across a range of

compositions and detailed mechanistic analysis of lithium ion transport leads to an in-depth

understanding of the factors governing ionic diffusion in this new class of materials, as well

as identifying pathways to further improve conductivity.

4.6 Methods

4.6.1 Cluster Expansions

Cluster expansions[126 represent configuration-dependent quantities, most commonly the

internal energy, of an arrangement of atoms on a lattice by the sum of a finite set of cluster

interactions.
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f(o-) fo + E Z fasas(or) (4.3)
a~ S

The functions <D are the cluster functions, which represent the occupancy of each cluster

a, which is defined as a subset of sites in the structure. Typically it is assumed that the

values of f,, decay rapidly with increasing cluster radii and number of sites, so the system

can be well described by considering a small subset of a. This allows accurate models to be

fit with reasonably small amounts of training data.

Electrostatic energy in cluster expansions

Cluster expansions were originally used to solve problems concerning magnetic materials

(the Ising model), or metallic systems. In both of these cases, the strength of the relevant

interactions decays rapidly with cluster radius. In ionic systems, the electrostatic interac-

tions which are inherently longer-range become important to consider. The electrostatic

energy between two point charges is given by equation 4.4

UE = 1 qlq2 (4.4)
47rco r12

The pairwise nature of these interactions appears to fit nicely into the framework of clus-

ter expansions, and suggests that electrostatics can be taken into consideration by allowing

the model to fit this UE term for each pair of atoms in the structure. Unfortunately, this

summation doesn't converge easily with increasing radius r12, and fa, is no longer sparse.

This electrostatic part of the crystal energy is well known as the Madelung constant[89], and

even for simple systems doesn't even converge in the expanding spheres method. Picking a
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maximum cluster radius, therefore, cannot accurately model the electrostatic component of

the total energy.

Fortunately, there exist other methods of calculating the Madelung energy of periodic

systems. The Ewald summation method [27 partitions the sum into a short range contri-

bution calculated in real space, and a long-range contribution via a Fourier transform in

reciprocal space. We add the electrostatic energy to the cluster expansion with the addition

of an explicit electrostatic term Eewald

f() = Eewald + fo + fas f as (a) (4.5)

When fitting the cluster expansion, the relative dielectric constant Er is fit along with

the cluster expansion coefficients f,. It should be noted that Eewald must be calculated for

every structure, using the idealized lattice positions of the input structure. For computa-

tional efficiency when performing many calculations on the same supercell, Eewald can be

decomposed into its pairwise interactions, such that Eewald = xTMx, where x is a binary

vector representing the occupancy of each site.

In practice, the addition of electrostatic interactions is particularly important when fit-

ting cluster expansions involving multiple positive or multiple negatively charged species on

the same lattice. With multiple competing attractive and repulsive forces, the best fitting

cluster expansions often do not enforce local charge neutrality. Running Monte Carlo sim-

ulations to find minimum energy structures without electrostatics often leads to unphysical

structures with high electrostatic energy.
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4.6.2 Monte Carlo simulation

Determining finite-temperature thermodynamic quantities usually requires computing the

probability distribution across possible system configurations. For example, the entropy of

a system is given by

S = -kB E pinpi (4.6)

The evaluation of this quantity requires a summation over all possible microstates i. For

most systems of interest, this number is too large to enumerate directly - for a binary cluster

expansion of 100 sites, the number of microstates is over 1030. Instead of integration over the

entire distribution, the entropy can be computed for an approximation of this distribution.

One method to do this is to use Markov chain Monte Carlo to obtain a sequence of random

samples from this distribution. A popular method for this sampling is the Metropolis-

Hastings algorithm[94, 39].

For each iteration, the algorithm:

1. Generate a candidate x' by picking from a distribution g(x'Ixt). This function g can be

as simple as allowing a change on a single site in a cluster expansion, or in a canonical

ensemble a swapping of two sites.

2. Calculate an acceptance ratio, a = P(x')/P(xt). Though the absolute probabilities

cannot be computed, this ratio is calculated simply by exp(-AE/kBT).

3. If a > 1, automatically accept the candidate, else accept the new candidate with

probability a.
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This algorithm asymptotically reaches the unique stationary distribution, so system av-

erages, including internal energy, approach the exact value.
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Chapter 5

Interfacial and chemical compatibility

in electrolyte-electrode systems

Development of high conductivity solid state electrolytes for lithium ion batteries has pro-

ceeded rapidly in recent years, but incorporating these new materials into high-performing

batteries has proven difficult[137, 135]. Interfacial resistance is now the limiting factor in

many systems, but the exact mechanisms of this resistance have not been fully explained

- in part because experimental evaluation of the interface can be very difficult. Chemi-

cal incompatibility, electrochemical reaction, and mechanical issues may all play a role in

degrading battery performance. Coating of cathode particles with an oxide barrier layer

has been necessary to suppress development of extreme interfacial resistance and enable

high-rate cycling[65, 161, 136, 106], but many of these cells still see significant degradation

after relatively few cycles. The future of solid-state batteries depends on engineering better

interfaces to allow high rate capability and extended cycle life in this new generation of
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batteries, but direct experimental investigation is tedious as accessing the interface between

two solids is difficult and the reaction layers are often only a small fraction of the total

solids. For this reason, a predictive modeling approach that formally includes the chemical

and electrochemical driving force is highly valuable.

In this chapter, we develop a computational methodology to examine the thermody-

namics of formation of resistive interfacial phases. The results of this model, including the

predicted interfacial phase formation, are well correlated with experimental interfacial ob-

servations and battery performance. We find that the bulk thermodynamic driving force for

reaction between the electrolyte and cathode is a good proxy for interfacial stability, and

that this contribution to the reaction energy dominates the effects of interfacial energy. We

calculate that thiophosphate electrolytes have especially high reactivity with high voltage

cathodes and a narrow electrochemical stability window. We also find that a number of

known electrolytes are not inherently stable, but react in situ with the electrode to form

passivating but ionically conducting barrier layers. As a reference for experimentalists, we

tabulate the stability and expected decomposition products for a wide range of electrolyte,

coating, and electrode materials including a number of high-performing combinations that

have not yet been attempted experimentally.

We apply our methodology over a broad range of cathode/electrolyte combinations and

suggest new strategies for improving device performance. These calculations require only

basic thermodynamic data for the electrolytes, cathodes, and possible decomposition prod-

ucts.

To obtain this starting data, we leverage the scalability and transferability of Density

Functional Theory (DFT) calculations to augment available experimental values. This en-
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ables the examination of a wide range of cathode and electrolyte combinations including

materials whose thermodynamic properties have not yet been determined experimentally

while retaining the accuracy of experimental data in systems where this data is available.

We find that the chemical composition of electrode and electrolyte phases is the pri-

mary determinant of interfacial stability, but that the performance of these interfaces can

be improved by engineering systems where the decomposition phases are passivating (elec-

tronically insulating) but still ionically conductive. For example, LiPON[1651, one of the

few commercialized solid electrolytes, is calculated to be unstable against a lithium metal

anode but forms an ionically conducting passivation layer in situ. In particular, the choice

of anion is the most critical factor determining the high voltage stability -limit. When paired

with high voltage cathodes, thiophosphate electrolytes have a high driving force for reac-

tion to form ionically insulating barrier layers, explaining the high internal resistance seen

experimentally. We also identify a number of potentially high performance cathode/solid-

electrolyte combinations which have yet to be attempted experimentally. These results are

also useful for suggesting combinations of electrolytes, one stable against the anode and one

against the cathode, to widen the effective stability window.

The design of solid-state electrolyte materials is challenging due to the extreme conditions

they experience in contact with both the anode and cathode. To evaluate interfacial stability

we proceed in two stages. We first evaluate the electrochemical stability of the electrolyte

by itself by subjecting it to Li chemical potentials (PL) typically observed at the anode or

cathode. We then extend this model allowing chemical reaction between the electrolyte and

electrodes. All of these calculations consider the reaction energy of the bulk phases as the

contribution of the actual interfacial energy is relatively small. For example, considering an
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upper bound for the change in surface energy of 0.5 J m- 2 with an atomically thin interfacial

product, the contribution to the total energy remains only ~100 meV per atom, which we

will show is small compared to the bulk driving forces in most relevant systems.

5.1 Stability versus lithium potential

High energy density batteries necessarily have anodes and cathodes with very different

lithium electrochemical potential. We consider first the effects of subjecting the electrolyte

to these extreme lithium potentials, without allowing other reactions between the electrolyte

and the anode or cathode material. The stability window is determined by the voltages at

which lithium is extracted from the electrolyte to form a Li-deficient decomposition layer

between the electrolyte and the cathode (figure 5-la, anodic stability), and at which lithium

is inserted into the electrolyte, reducing another species and forming a Li-reduced decom-

position layer (figure 5-1b, cathodic stability).

For each considered electrolyte, we calculate the range of ALLi over which it is stable

by constructing the relevant 0 K grand potential phase diagrams. We consider the grand

potential 4b, the characteristic state function of the grand canonical ensemble[92], for systems

open to Li at applied voltages between 0 V and 7 V vs Li/Li+ (ILi between 0 and -7

eV vs Li metal) according to equation 5.1, in which E[c] is the enthalpy and nLi[c] the

lithium concentration of composition c, and Li the lithium chemical potential. Phase

diagrams are constructed using a database of DFT computed bulk energies of materials with

crystal structures obtained from the Inorganic Crystal Structure Database (ICSD)19] and

those generated by applying data-mined chemical substitutions[41]. In general, all known
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crystalline compounds in a given chemical space are included in this database. Similar

datasets can be found online as part of the Materials Project[58].

(D[c, pLiI = E[c] - nLi C AU (5.1)

For any lithium potential PLi, we then find the resulting stable structures by computing

the lower convex hull of 4D in composition space, similar to the approach taken in earlier

work[iII]. In general, the convex hull is formed by the set of ground state phases in a compo-

sition diagram. For any composition, the lowest energy is achieved by a linear combination

of these phases. Compounds that are on the convex hull in <D-composition space are stable

in contact with a lithium reservoir at PLi, and cannot lower their energy by decomposition

or exchange of Li with the reservoir. Known electrolyte materials that DFT calculates to

be metastable at 0 K, e.g. LiioGeP 2S 12 , are placed exactly on the convex hull (i.e. their

formation energy from the nearby phases is set to 0) for the stability and reaction energy

calculations to account for the small changes in free energy when going from 0 K to elevated

temperature. For each structure, we find the range of Li over which it is present on the

convex hull and therefore stable. As a simple example, the stability ranges for common ionic

lithium binary materials are shown in figure 5-2. In all of these binary materials, the anion

is fully reduced so further reaction with lithium metal cannot occur and they are therefore

stable down to 0 V. At voltages above the stability window, lithium is extracted from these

materials yielding the oxidized anion, shown schematically in figure 5-1a. These results are

in good agreement with the conventional understanding that the halide anions are the most

stable at high potential, and materials such as sulfides, nitrides, and phosphides display low
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Cathode Electrolyte Anode

Li-deficient Li-reduced
decomposition layer decomposition layer

(a) (b)

Figure 5-1: Schematic of decomposition reactions in a full battery cell. a) de-
composition of the electrolyte at the cathode/electrolyte interface during charging, and b)
reduction of the electrolyte by the lithium metal anode

anodic limits.

To evaluate the stability of technologically relevant electrolytes, we construct grand po-

tential phase diagrams for a broad range of known solid-electrolyte chemistries using the py-

matgen software package[110]. To obtain bulk energies, we employ DFT within the Projector

Augmented Wave (PAW) formalism[l] using the generalized gradient approximation[115]

to the exchange-correlation energy as implemented in Vienna ab initio simulation package

(VASP)1761 to calculate the formation energy of each electrolyte from the nearest phases

present in the NIST-JANAF[90] or Kubaschewski[77] thermochemical tables or from the

elements. A cutoff energy of 520 eV and a k-point grid of at least 500/natoms was used for

all calculations. We apply the mixing scheme of [57] to combine generalized gradient ap-

proximation (GGA) calculations with and without the rotationally invariant Hubbard (+U)

correction[2, 22] to properly treat insulators and metals. The nearest phases are uniquely

defined as those that define the Gibbs triangle (the low energy facet) containing the desired
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Figure 5-2: Electrochemical stability ranges of lithium binary compounds. Where
available, these ranges are computed from experimental thermodynamic data.

composition in the phase diagram. This phase diagram is generated using only materials

for which we have the experimental formation energy, using the DFT computed energies to

determine the convex hull. As an example, to calculate the formation energy of LiYF4 , a

compound whose formation energy is not present in the experimental tables, we use DFT

to calculate the energy of the reaction LiF + YF3 - LiYF4 and add the experimental for-

mation energies of LiF and YF3 . This method results in a more accurate formation energy

than computing the reaction from the elements since DFT reaction energies have improved

accuracy when considering the energetics of systems in which the oxidation state of ions are

unchanged 1421. For Li 3 PS4 and similar materials, where the formation energy of Li 2 S is

present in the thermochemical tables but P2 S5 is not, we use DFT to calculate the energy

of the reaction 3 Li2 S + 2 P + 5 S -> 2 Li3 PS 4. When possible, such as for LiAlO 2 , this

strategy results in using the experimentally determined formation energy directly. By using

experimental energies as much as possible and supplementing them with DFT calculated

formation energies when no thermochemical data is available, we maximize our predictive
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capability.

The calculated stability ranges for common solid-electrolyte materials are shown in fig-

ure 5-3, with the limiting anodic and cathodic reactions listed in Appendix B as table B.2.

In a typical battery, the electrolyte must be stable at lithium potentials between the anode

chemical potential (close to 0 eV/atom vs. lithium metal) and that set by the cathode

(typically around -4 eV/atom for a layered oxide). We find that the anodic stability is de-

termined primarily by the stability window of the related binary, or in the case of mixed

anion materials, by that of the least stable related binary material, e.g. the anodic stability

of Li6 PS 5 Cl is determined primarily by the stability of Li2S. This phenomenon is explained

by considering the pathway of decomposition first to the Li.X (n=1, 2, 3, X=anion) binary

and resulting phase equilibrium and then dissociation of this binary to extract lithium. Ac-

cording to this two step process, any removal of lithium from the electrolyte must overcome

both the formation energy of LinX and the energy of mixing with the other binary materi-

als. The energy of mixing widens the electrochemical window over which the electrolyte is

stable. In most cases this mixing energy is small and the anodic limit is close to that of the

binary, but materials with strongly bound polyanions such as the phosphates and LiBH4

have much wider stability windows since extraction of Li must be accompanied by the dis-

sociation of the polyanion. The exceptions to this rule are those electrolytes that can lose

lithium by oxidation of another of their components: e.g. oxidation of Mn2+ in Li2 MnBr4 .

Figure 5-3 also shows the expected trend of increasing anodic stability with increasing anion

electronegativity.

In some cases, the stability windows of the electrolyte do not need to extend to the

voltages of the anode and cathode. Li3 PS4 , Li3 PO4 , and LiPON are predicted to be unstable
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Figure 5-3: Electrochemical stability ranges of various electrolyte materials
grouped by anion. Corresponding binary stabilities are included for comparison. The
high-voltage stability of these materials is determined primarily by the anion. The pre-
dicted anodic and cathodic reactions that determine these stability windows are listed in
Appendix Table B.2.
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against Li-metal from our calculations, but these materials are known experimentally to form

a stable interface[165, 86]. Table B.1 shows that at this interface, a layer of Li2 S/Li2O and

LiP is expected to form. Li3 P is a known ionic conductor[102], and so can passivate the

decomposition reaction and result in a stable interface still able to conduct lithium. In fact,

recent experimental work[128] has observed formation of these passivating products at the

interface between a LiPON electrolyte and lithium metal anode. Similarly, our calculations

predict passivating phases to extend the anodic stability of LiPON to higher voltages. Above

1.2 V, we calculate decomposition to Li3 PO 4 and Li2 PO2N[130. This crystalline LiPON

phase has a wider voltage stability window, but will further decompose to yield Li4P 2 07

above 2.75 V, in agreement with the proposed decomposition reaction mechanism of ref.

165.

5.2 Stability in contact with electrodes

The AU stability window yields great insight into the performance of an electrolyte in bat-

tery systems, but does not consider the more complex reactions that may occur between

electrolyte and cathode. At the interface between two phases, there is the possibility of

reaction to form an intermediate phase or equilibrium of intermediate phases. We now ex-

tend the model to investigate the driving forces for such reactions. Since the reaction can

consume arbitrary amounts of either phase, we consider the energy of all possible reactions

of the form xca + (1- X)cb -4 cequil where ca and cb are the compositions of the two phases in

contact, cequil the low energy phase equilibrium determined from the phase diagram, and x

a mixing parameter which can vary between 0 and 1. We calculate the reaction of this form
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with the highest driving force, given by equation 5.2. In this equation, the function Epd[c]

describes the energy of the ground state structure or phase equilibrium at composition c

determined from the phase diagram. Essentially, this approach finds the products that form

with the largest driving force when combining two materials.

AE[ca, Cb] = min {Epd [XCa + (1 - x)cb] - xE[ca] - (1 - x)E[cb]} (5.2)
xE[O,1]

To illustrate the approach of equation 5.2, we consider first a relatively simple system:

an interface of Li 2S with ZnCl 2 . The calculated quaternary phase diagram is shown in

figure 5-4a. The products of the mixing reaction can lie anywhere between Li 2 S and ZnCl 2 .

The resulting reaction energies are obtained from the phase diagram, and plot as a function

of the mixing parameter x in figure 5-4b. The interface is not thermodynamically stable

and will react to form the lower energy equilibrium of 2 LiCl + ZnS with a driving force

of 0.27 eV atom- 1 . In contrast, an interface between LiCl and ZnS is predicted to be

thermodynamically stable, which can be immediately seen from the presence of a tieline

connecting those phases in figure 5-4a.

In battery conditions, the interface system is open to lithium. We adapt equation 5.2 to

account for this by replacing Epd[c] and E[c] with their corresponding quantities under the

grand potential, "Dpd [c, Li] and 4) [c, tLi]. Similar to Epd [c], 4Ipd [c, pLi] describes the energy

of the ground state structure or phase equilibrium at composition c and lithium chemical

potential Li, as determined from the grand-potential phase diagram (equation 5.3). We

apply the lithium potential determined by the computed average cathode voltage. During
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Figure 5-4: Schematic of mixing energy calculations. a) Quaternary Li-Zn-S-Cl phase
diagram, with stable phases labeled. The reaction vector between ZnCl 2 and Li2S has been
marked with a dotted green line, with a star marking the low energy equilibrium at the
intersection of the ZnCl 2-Li 2S and LiCl-ZnS tielines. b) Energy of the reaction x ZnCl 2 +
(1-x) Li2S -+ Cequil as a function of x. The maximum reaction energy is for the complete
reaction ZnCl 2 + Li2 S -+ 2 LiCl + ZnS.

cycling, the lithium chemical potential is a function of depth of discharge, but this effect

on the reaction energy is small. Because the system is open to Li, reaction energies are

normalized by the number of non-Li atoms. The resulting expression (equation 5.4) is

the change in the grand potential of the interfacial region from allowing the electrolyte to

equilibrate with the external lithium potential and react with the cathode and determines

the interfacial stability as a function of piLi-

pd [C, Li] = min {Epd[c + nLi] - nLi[C]ILi} (5.3)
nLi

A'D[Ccathode, Celectrolyte, ILLi] = min {pd[XCcathode + (1 - X)Celectrolyte, ILixe[O,1] (5.4)

-XI [Ccathode, I'Li - (1 - X) 4[Celectrolyte, iLLi]I

102



The magnitude of A4) ultimately governs the thermodynamic stability of the interface,

but we can obtain a deeper understanding of the two contributions to this value by comparing

it to that of APno mixing (equation 5.5), in which we do not allow mixing of the cathode with

the electrolyte by enforcing x = 0 in equation 5.4. Ac)no mixing measures only the reaction

energy from equilibration with the external lithium reservoir, and is therefore correlated

with the distance between the cathode voltage and the stability range of the electrolyte

shown in figure 5-3. By this definition, the magnitude of A4P is guaranteed to be at least

as large as APno mixing. In systems where A& and APno mixing are approximately equal, the

driving force from decomposition arises mainly from extraction or insertion of lithium as

opposed to reaction with the other components of the electrode.

A(Dno mixing [celectrolyte, i Li] =Dpd [Celectrolyte, Li] - 4 [Celectrolyte, i Li] (5.5)

Results of calculations of AD and AcIno mixing for various cathode/electrolyte combina-

tions are shown in figure 5-5. The results of these calculations for all of the electrolytes in

figure 5-3 are available in Appendix B as figures B-1 to B-7. Generally, electrolyte materials

that are predicted to be stable at the cathode voltage show low reaction energies as they

come entirely from the mixing of cathode and electrolyte compositions and do not involve

redox activity. Thiophosphate materials tend to have high reaction energies, a large part as

a result of applying the cathode lithium potential, but also from strong reactions between

the PS3~ groups and oxide cathodes to form PO3 groups and transition metal sulfides.

The details of these predicted reactions can be found in Appendix B table B.2. For the
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Figure 5-5: Reaction energies for the interfaces of a selection of cathode and
electrolyte combinations. Calculations apply a lithium electrochemical potential PLi
corresponding to the average cathode voltage. Energies are given both for the energy of
the lithium extraction only (no mixing) and for energy of cathode/electrolyte mixing open
to lithium. Combinations with decomposition energies close to zero are expected to form
stable interfaces. The results of these calculations for all of the electrolytes in figure 5-3 are
available in Appendix B as figures B-1 to B-7.

sulfide electrolytes, the largest reaction energies are with the layered LiCoO 2 and LiNiO 2

due to their high voltage and oxygen chemical potential, but even against LiFePO 4 these

electrolytes are unstable. In contrast, the oxide materials are considerably more stable.

In systems which have been attempted experimentally, there is good correlation between

cycle life and the magnitude of the calculated decomposition energy. Most notably, the

stability range for the thiophosphate electrolytes in figure 5-3 are very narrow, with predicted

stability only between 2 and 2.5 V vs. Li metal. In these systems, including Li4 SnS4[123]

or LiioGeP 2S12 [65, 161] electrolytes, oxide coatings on the cathode and high voltage (low

ILi) anode materials, e.g. indium metal, must be used. Additionally, recent work[38] has

shown that LiioGeP 2S 12 can be used as an anode, cathode, and electrolyte in a battery,

with carbon added to increase the electrical conductivity of the electrode materials.

A few full-cell configurations have been shown experimentally to require minimal over-
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potential and to exhibit good cycle life. A cell utilizing LiTiS2 cathode with Li2S-P 2 S5

electrolyte [144] has been shown to be relatively stable over many cycles even at elevated

temperatures. Our calculations predict only a small driving force for insertion of lithium

into the Li3 PS4 electrolyte (chemically very similar to a Li2 S-P 2S 5 glass) due to the very

low voltage of the cathode. Good performance has also been achieved in a wide variety of

cells using a LiPON electrolyte[23, 83], which we calculate to be stabilized by the formation

of a passivating layer of Li 3 PO4 at high voltages. This is another example of where the de-

composition reaction (see table B.1) must be examined for passivating products that retain

Li-ion conductivity.

This thermodynamic analysis can also be applied to find mitigating solutions in systems

where we predict cathode/electrolyte combinations to react. Typically cathode coatings

such as Li4 Ti5 Ol2[106, 136], LiAlO 2I161], LiTaO 3 [136], or LiNbO 3 [65, 136] are used at the

cathode-electrolyte interface. Figures 5-3 and 5-5 show clearly why such a barrier layer is

effective - the stability window of these materials is much wider than any of the sulfide

materials, and all of these are stable at oxide cathode voltage.

5.3 Discussion

Interfacial stability is a key problem for solid state battery devices. In this chapter we

have developed the foundation of a predictive approach to establish the electrochemical and

chemical reactivity between electrodes and electrolytes. Our thermodynamic analysis of

electrolyte materials enables an understanding of the processes governing interfacial stability,

and is easily scalable to examine electrolyte/electrode combinations across a wide range of
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chemical systems. We combine DFT with experimental data to expand the thermodynamic

data available for our analysis. The same methods can be applied to purely experimental

thermochemistry data in systems where it is available.

Though our methodology does not consider explicitly the kinetics of interfacial layer

formation, these are intimately related to the bulk thermodynamics. Typically, solid state

reaction rates are limited by either diffusion or nucleation kinetics. For the formation of

a thin interfacial layer, the diffusion distance for all reacting species is very small and

hence the diffusion time constant is expected to be short. The heterogeneous nucleation

rate of the interfacial layer is determined by the free energy of the critical nucleus AG* =

167r-y/(3AG2 ) - S(9), where AG is the change in energy of the bulk, y is the interfacial

energy and S a shape factor less than 1[1181. Since incoherent interfacial energies do not

vary much among ionic solids, for an interface to be kinetically stabilized by a nucleation

barrier it must have a small reaction energy.

One major area of battery research is the use of newly developed thiophosphate materi-

als having extremely high lithium conductivity in conjunction with relatively high voltage

cathodes. These interfaces have two pathways leading to device failure. First, considering

only the lithium chemical potentials experienced by the electrolyte shows that attempting to

charge a typical oxide cathode is likely to lead to the formation of a passivating but highly

resistive sulfur layer by lithium extraction. Secondly, in contact with an oxide cathode, mix-

ing of the cathode and electrolyte is to be expected due to the high stability of the phosphate

anion and Li3 PO4 phases. This is in good agreement with experimental observation of P

and Co transport across the interface in a LiCoO2 /Li 2S-P 25 5 battery[124.

There has been speculation that the interfacial resistance is caused by a space charge
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region with Li segregation into the cathode decreasing conductivity[1061. While this segrega-

tion is certainly possible and is likely to occur to some extent, it would result in an increase

in conductivity by increasing the number of charge carriers. Our calculations suggest that

complete breakdown of the electrolyte including oxidation of S 2 - to form a blocking layer is

more likely at the chemical potentials of typical oxide cathode materials. Commonly, cyclic

voltammetry is used to evaluate and report electrolyte stability. Somewhat surprisingly given

the inherent stability limitations of the sulfide materials, extremely wide stability windows

have been reported, in some reports extending as high as 10 V vs. Li metal[65, 129, 1191.

This may be caused by a thin layer of oxidized, lithium deficient, electrolyte at the electrode,

for example elemental sulfur in systems containing thiophosphate electrolytes. Such an in-

terfacial layer will significantly impede lithium mobility, so CV curves should be augmented

by Li transport measurements at these high voltages to confirm electrolyte function under

extreme applied potentials.

A significant difficulty in finding a good solid electrolyte is finding one that is stable at

both the cathode and anode. From figure 5-3, the Li7 La3 Zr2 Ol 2 garnet[100] and LiAlO 2

materials meet the stability requirements for high voltage cathodes. Because of its chemical

similarity to LiAlO 2 , ion exchanged Li /"-alumina also shows a wide stability window and

with higher room temperature conductivity[ 11. Incorporation of these oxide electrolytes into

solid state batteries is typically difficult, as many suffer from high grain boundary resistance

or require high temperature sintering to obtain good contact with the electrodes. The binary

halides have extraordinarily wide stability windows, but ionic conductivity is prohibitively

low for all but the lowest power applications unless a second cation is added[33, 132, 20, 88,

160, 68, 69J. Unfortunately, the addition of such a cation typically makes these materials
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unstable against reduction by low voltage anodes (figure 5-3).

Cathode coatings improve the performance of high voltage electrolytes by isolating the

electrolyte materials from the low lithium potential, and imperfections in the coating allow

reactions between cathode and electrolyte that yield passivating and ionically insulating

reaction products. Because of this resilience to imperfections, thin coatings of lower con-

ductivity materials can be used. Coating of the anode is in principle more difficult because

lithium reduction of the electrolyte usually yields an electronically conductive (and therefore

not passivating) decomposition product. One solution to this problem may be to combine

two electrolytes in a single cell such that the high-voltage electrolyte protects the low-voltage

electrolyte from oxidation, and the low-voltage electrolyte protects the other from reduc-

tion. Due to the thickness of the electrolyte vs. a barrier coating, both materials needs to

have high ionic conductivity. One such solution would be to use a combination of Li3 PS4

against the anode and Li2 MgCl 4 against the cathode. The Li2 MgCl4 protects the Li3 PS4

from oxidation by the cathode, and Li3 PS4 protects the Li2 MgCl4 from reduction by the

anode. The most basic requirement for compatibility of the two electrolytes is that their PU

stability ranges overlap so there is no driving force for Li transfer between them, but they

should also be chosen such that they do not react in other ways, which can be verified using

the methodology of equation 5.2.

While complete thermodynamic stability of the bulk electrolyte and cathode phases in

contact with each other is ideal, this is difficult to achieve and our calculations show that this

is likely not the case in a number of high performing systems. In batteries utilizing thiophos-

phate electrolytes our calculations show that the anode is likely to reduce the electrolyte,

and in cells using a LiPON electrolyte we predict oxidation of nitrogen by the high cathode
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voltage. In both of these cases, the decomposition products are electronically insulating

and have significant lithium concentration, and so can support lithium ion conductivity.

Optimization of the electrolyte/electrode combinations to produce similar passivating de-.

composition products may be a viable route towards creating high-performance systems and

overcoming bulk chemical incompatibilities.

Our results suggest a few combinations of known cathode and electrolyte materials that

may be combined to create high-performance batteries which have not been previously at-

tempted. One such combination is that of Li 3 PS4 or the higher conductivity Li7 P3 S1 1

glass-ceramic electrolyte combined with LiVS2 . This combination shows minimal decom-

position energy according to figure 5-5. This cell is expected to have a higher voltage and

slightly better stability than the similar LiTiS 2 cathode with Li 2 S-P2S 5 electrolyte of ref.

144, which is also predicted by our calculations to have good performance, and was able to

cycle for over 50 cycles without a barrier coating. Another possible combination predicted

by our calculations is a LiBH4 -LiTiS 2 cell. LiBH 4 is unstable against the high voltage of

LiCoO 2 and a steadily increasing interfacial resistance is seen experimentally[1381, but is

predicted to be more stable against the lower voltage LiTiS2.

5.4 Conclusions

In this chapter, we developed a computational method to screen cathode/electrolyte combi-

nations for compatibility and interfacial stability in solid-state batteries. We find that the

bulk material stability or passivation by ionically conductive products at the cathode AU

is essential for long-term device performance and that thermodynamic calculations allowing
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mass transfer across the interface are also required to provide a more thorough analysis of

the interfacial reaction and better predict experimental results. We use our methodology

to screen a wide range of electrolyte/electrode combinations, finding good agreement with

available experimental results and also suggesting numerous novel cells with improved sta-

bilities compared to current state-of-the-art. The breadth of our calculated data also serves

as a valuable reference for experimentalists wishing to construct cells with new combinations

of battery materials.

5.5 Methods: Referencing DFT formation energies to experi-

ment

For interface calculations, especially those that consider the Grand Potential (as these are

open to a metal ion, and therefore are open to redox reactions), it is important that the

relative energies of different elemental oxidation states be correctly determined, otherwise

spurious reactions can be predicted. Various corrections schemes have been proposed in

literature to more accurately capture charge transfer in DFT calculations [57]. Perhaps one

of the more successful of these schemes is the GGA/GGA+U mixing scheme of Jain et

al.[57], which simultaneously applies a U value[2 to the d-electrons of different transition

metals to reproduce experimental formation energies of different oxidation states in oxide

materials, while calibrating the oxygen reference energy to the formation energies of known

binary compounds. For the calculation of properties such as battery voltages, this method

works well. Similar schemes have also been fit to the sulfides [19]. These schemes, however,

run into difficulties when attempting to calculate reactions including sulfates, because the
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oxidation state, and therefore the types of DFT errors, differ from those made in the sulfide

materials. As a result, using the GGA/GGA+U mixing scheme results in overstabilization

of the sulfate materials by over 1 eV per sulfate polyanion. For Li2 SO 4 , this error is 1.3

eV/f.u., for Na2 SO4 , 1.2 eV/atom. In principle, it is possible to extend this model further,

and to apply corrections to different types of polyanion, i.e. a different correction to sulfate,

sulfites, etc, but a significant downside to this approach is that it must be fit to every anion

and polyanion individually.

For maximal generalizability, we instead use the observation that DFT calculated energy

differences are typically very accurate when comparing energy differences between structures

where the oxidation states of the species do not change. For any chemical system, to

compute the formation energy, we compute a phase diagram using compositions that DFT

predicts to be the ground state, and where an experimental formation energy is known.

The experimental referencing scheme is equivalently formulated as a correction to the DFT

computed energy. For every composition where the DFT and experimental energy is known,

the difference between these two numbers is the correction to be applied to that composition.

For intermediate compositions, the decomposition of a composition into the Gibbs triangle

(using barycentric coordinates) is used to create a weighted average of corrections to apply

to any given composition. The value of the 'correction' formulation is that it is easier to

visualize the expected sources of DFT error. An example of calculating these corrections is

shown in figure 5-6b.

To evaluate the efficacy of this corrections scheme, we cross validate the calculated

formation energy on materials with a known formation energy with a leave-one-out CV on

ternary compounds. The results of this cross-validation, for a dataset of 192 computed
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Figure 5-6: Referencing DFT data to experimental formation energies. a) Leave-
one-out error analysis of the formation energy referencing scheme using a dataset of ternary

DFT computed structures. MAE error is reduced from 55 meV/atom to 20 meV/atom

and RMSE error reduced from 89 meV/atom to 53 meV/atom. Points on the dotted line

represent structures whose energies match experiment after the experimental referencing.

The accuracy of points un the upper left and lower right quadrants are improved by the

scheme b) Difference in energy as function of composition between typical DFT formation

energy calculations and this reference scheme in the Li-Fe-Cl ternary phase diagrams. In this

system, calculations are referenced to the FeCl 3 and FeCl 2 formation energies (in addition

to the pure elements).

ternary structures, are shown in figure 5-6a. For most materials, the DFT formation energy

error is reduced significantly, resulting in reduction of the mean absolute error (MAE) from

55 meV/atom to 20 meV per atom, and a reduction in root mean square (rms) error from

89 to 53 meV/atom.
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Conclusions and Outlook

In this thesis, we have used a variety of first-principles calculation methodologies to inves-

tigate the transport and interfacial properties of solid electrolytes. We find that that the

structure of the anion lattice is crucial to allow high conductivity, and that the chemistry of

the conductor is the primary determinant of stability in contact with electrodes and cause of

interfacial resistance in battery cells. Using thermodynamic stability calculations, we pre-

dicted the existence of two new high conductivity solid electrolyte materials, NaioSnP 2 S 12

and Lii+ 2xZnixPS 4 [122, 121J.

The newly predicted sodium conductor Nai0 SnP 2S 12 electrolyte has a DFT calculated

conductivity of 0.94 mS cm- 1 at room temperature, rivaling the best existing sulfide sodium-

electrolytes, and the Si and Ge versions may surpass this conductivity. This is in good

agreement with the subsequent experimental synthesis and characterization, which showed

conductivity of 0.4 mS cm- 1 at room temperature and activation energy of 0.35 eV. Through

site-occupancy analysis of the AIMD simulations, we showed how the various metal substitu-

tions in this framework can affect cation mobility by modulating the free energy landscape.

Lii+2xZnlxPS4 (0 < x < 0.5) is predicted to have extremely high ionic conductivity,

potentially 50 mS cm-1, due to its highly mobile interstitial defects, and this maximum
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conductivity is limited by the defect solubility. Because of the low electronegativity of Zn,

LZPS is predicted to be more resistant to reduction than those in the LMPS system, which

contain one of (Si, Ge, Sn). The thermodynamic stability calculations that predict the high

interstitial defect solubility in LZPS illustrate the importance of phonon stabilization in ionic

conductors. To enable calculation of configurational entropy in this system, we developed

cluster expansion methodology to add electrostatic interactions, properly accounting for

their non-convergent nature.

The importance of structural features governing diffusion, developed in chapter 3, places

these new materials into a larger group of ionic conductors including Li1oGeP 2S 12 [65],

Li7 P 3S 11 [129], a-AgI, and lithium antiperovskites Li3 OCl, among others. Calculations of

the migration barriers within a carefully controlled model system of ideal fcc, hep, and bcc

anion lattices (which can only exist in simulation) demonstrate that the bcc anion lattice

leads to the highest ionic conductivity of these common frameworks. We used structural

framework mapping algorithms to show that this sublattice is present in many of the highest

conductivity materials.

To investigate the performance limitations of electrolytes in conjunction with electrode

materials, we developed a thermodynamic method to compute interfacial reactivity. The

method demonstrated thiophosphate materials are unstable in conjunction with most oxide

cathodes and exposed to high driving forces to form more the more stable phosphate groups.

This mixing methodology provided an explanation of why battery cells incorporating these

electrolytes can only achieve high rates and cycle life when the cathodes are coated by

a redox-inactive oxide material. Because the theoretical framework relies only on bulk

energies, it is computationally efficient and can be transferred easily to new systems, even
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when surfaces are complex. Understanding of the specifics of the decomposition mechanism

is useful for limiting the scope of the search for new coating materials - the most promising

chemistries are likely to be oxide, chloride, or fluoride materials because of their high voltage

stability.

The results of this thesis are useful for strategies to further improve device performance.

Our thermodynamic reactivity calculations show that bulk material stability or passiva-

tion by ionically conductive products at the cathode Ii is essential for long-term device

performance. When a thiophosphate cathode is used in conjunction with an electronically

insulating cathode coating, imperfections in coating coverage are not catastrophic. Though

they are reactive, when thiophosphate materials come into contact with high-voltage ox-

ide cathodes, they become ionic and electronic insulators - though they decompose, this

reaction often passivates the interface. The fact that they are embedded in a solid matrix

means that this passivated surface will likely remain at the interface, and will not consume

cell components. This is in contrast to organic solvent electrolytes, many of whose reaction

products with high voltage cathodes are soluble.

Lithium extraction and reactivity at the cathode are typically not seen in cyclic voltam-

metry measurements of electrolytes, as they do not measure the effect of the voltage on

the ionic transport at the interface. CV curves however are useful in testing materials for

this passivation property, which is especially critical at the interface between the cathode

current collector and the electrolyte, since coating of the full cathode+current collector as-

semblage is impractical, especially in typical powder-based cells (thin-film cathodes may be

the exception to this rule).

Solid electrolytes, even those without high voltage stability, have a promising future for
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increasing accessible voltage range of lithium batteries. Though still short of the 10,000

cycles demonstrated for thin film LiPON batteries, improvements in cathode coatings have

yielded thiophosphate-based high-power batteries showing 1,000 cycles with little capacity

fade[71]. This experiment used a layered cobalt cathode, but our thermodynamic calcula-

tions do not immediately suggest any reasons why similar performance could not be obtained

with a higher voltage cathode such as nickel-manganese oxide, provided that a cathode coat-

ing layer is used (LiNbO 3 and LiTi2 (PO4 )3 are both calculated to be stable to around 4.5 V

(figure 5-3), and Li3 PO4 has been used as an electrolyte to 5 V[831).

With high performance having been demonstrated for cathode materials and high-voltage

intercalation anodes, the engineering of the integration of cells with higher capacity, lower

voltage, anodes appears to be the next target for improvement. Coating of the anode is

in principle more difficult because lithium reduction of the electrolyte usually yields an

electronically conductive (and therefore not passivating) decomposition product. There are

currently very few electrolytes stable against low-voltage anodes, principally because there

exist very few elements that can resist reduction by lithium metal. An alternate solution

to this problem may be to mix multiple electrolytes in a solid-state battery. In batteries

employing lithium metal anodes, a thin layer of Li-stable electrolyte could be employed for

the separator layer, with a higher conductivity electrolyte mixed with the cathode. This

higher conductivity layer would not have to be stable against lithium metal, so wider variety

of materials, including LZPS and materials in the LGPS family, could conceivably be used.

Using mixed conductors in the cathode layer seems attractive as it could increase cathode

loading, but unfortunately will be problematic if they do not show high voltage stability

(this rules out sulfide mixed conductors), since they cannot passivate the lithium extraction
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from the electrolyte.

None of the highest conductivity solid electrolytes are thermodynamically stable at 0 K,

and many are not the thermodynamic ground state even at room temperature. All of the

LGPS-type materials, their sodium analogs, the high conductivity phases of LZPS, Li7 P3 S i,

lithium garnets, the high conductivity phases of Li3 PS4 and Na3 PS4 are stabilized at higher

temperature, and more recent results on the lithium antiperovskites[84] suggest that their

performance may stem from hydrogen or other defects, which entropically stabilize the high

conductivity cubic phase. Computational prediction of new materials therefore relies heav-

ily on the accuracy of finite-temperature thermodynamic calculations, with contributions

coming from both phonons and configurational entropy. The computational prediction of

new completely new (rather than a compositional modification of a known materials) stable

phase relies on both the high accuracy of the DFT functional, as well as in the calculation of

the finite temperature effects. Comprehensive finite temperature calculations in the Li-P-S

system, which is important as it is one of the few that is stable (albeit through passivation)

against Li-metal, are especially difficult because there are a number of liquid phases that

begin to compete at typical processing temperatures.

Another computational challenge is the modeling of dendrite formation. Some models

suggest that physical properties of the solid electrolyte can suppress dendrite formation[97],

but the presence of grain boundaries and pores in the electrolyte can lead to cracking of the

electrolyte at rates above 1 mA cm 2 , though at rates below 0.01 mA cm- 2 homogenous

deposition without cracking was observed[101. To put these currents into perspective, a

typical 0.5 mm thick oxide cathode requires approximately 20 mA cm- 2 to achieve a 1 C rate.

Additionally, this interface is complicated by the reaction of lithium with the electrolyte to
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form a thin interfacial region with different mechanical and electronic and ionic conduction

characteristics. For example, the formation of LiP at the interface could lead to higher

ionic conductivity[102], and is also accompanied by a volume expansion that can affect both

the mechanical suppression of dendrite formation and crack formation. The effects of these

processes on the dendrite formation are currently not well understood, and could benefit

from further modeling efforts to suggest strategies for device improvement.
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Appendix A

Methods

A.1 Density Functional Theory (DFT)

The calculation of relevant thermodynamic and transport quantities for crystalline materials

is a key part of this thesis. For these calculations, we desire an ab initio methodology - i.e.

the energy functional can be determined without fitting to experimental measurements of the

system, in contrast to empirical potentials - as they will show better transferability between

systems. For all the work in this thesis, we apply Density Functional Theory (DFT) for

these calculations. In principle, minimization of the Schr6dinger equation (A.1) gives the

ground state energy of any arrangement of atoms, but in practice because it must be solved

(and minimize) simultaneously for every atom, this problem is computationally tractable

only for very small systems.

-2m + v(r) I(r) = cT(r) (A.1)
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There are numerous references describing DFT in greater detail[32, 17, 26, 47], but a very

brief overview is instructive. Instead of simultaneously solving the Schr6dinger equation for

each electron, DFT reformulates the Schrddinger equation to a single hamiltonian (A.2) that

acts on the total electron density. The Hohenberg-Kohn theorem[47] applies the variational

principle to prove that the ground state energy of a system of interacting electrons can be

completely characterized by its total electron density. The resultant hamiltonian is similar

to that of a one-electron system, but under an augmented external potential v,,(r). The

additional term VH(r) is the Hartree potential, which is the electrostatic potential due

to electron-electron repulsion, and voc(r), which describes the exchange and correlation

errors due to treating the system as a single particle. The exchange error is due to the

electronic self-interaction that is not present in the many-particle case, and the correlation

energy is due to Pauli repulsion. In principle, this equation is still exact, but simplifying

approximations to these terms are required in order to use this in practice. There have been

many advances in developing approximations to these terms, and it is still an area of active

research[115, 133, 81, 1161.

[2  + vS(r) T (r) = cTI(r) (A.2)

v.(r) = v(r) + vH(r) + vx(r) (A.3)

VH [n] (r) = q2  3,/ (A.4)

130



A.2 Ab initio molecular dynamics

Ab initio molecular dynamics simulations (AIMD) determines the Li-ion diffusivity by simu-

lating atomic motion at calculating from atom trajectories the diffusivity (DLi) through the

Einstein relation (Equation A.5, where d is the dimensionality of the system, t the elapsed

time, and (IIAxI2) the mean squared atom displacement). Ionic conductivity is obtained

from the diffusivity using the Nernst-Einstein relation (Equation A.6, where zLie the charge

on a Li+ ion, cU is the concentration of Li ions, and T the temperature, and kB Boltzmann's

constant).

(1|AX||2) = 2dDLit (A. 5)

ULi = (zLie) 2cLiDL (A.6)
kBT

The activation energy for diffusion can be calculated from AIMD by performing simu-

lations at multiple temperatures and fitting the diffusivity to an Arrhenius relation. This

allows the extrapolation of high-temperature simulation results to room temperature, which

is important because for many materials the conduction process is to slow to directly observe

diffusion in reasonable time scales in ab initio simulation. When making these extrapola-

tions, it is important to ensure that the diffusive mechanism of the simulation is the same as

at lower temperatures. The most common discrepancies are due to ordering transformations

at low T.

A.2.1 MD in highly correlated materials

Calculation of conductivity via the Einstein relation makes the assumption that the dif-

fusion process is relatively uncorrelated between charge carriers. This is typically a good
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approximation in simple diffusion mechanisms, for example in vacancy or interstitial diffu-

sion. As diffusion mechanisms become more cooperative, however, this approximation can

break down somewhat. This can lead to both overpredictions and underprediction of the

true ionic conductivity. This can be understood by considering the extremes of correlation

in two hypothetical materials: 1) a material in which ions can only move by swapping places

with a neighbor - calculation via the Einstein relation will show an ionic conductivity, even

though no net transport can ever occur; 2) a material in which all charge carriers must

move in the same direction - the Einstein relation calculates a small diffusivity, but large

net motion of ions is easy.

In materials where diffusion of adjacent ions is expected to be highly correlated, the

driving force can be calculated by fitting to the mean square displacement of the net Na-ion

motion using equation A.7:

( Axi L1 2) = 2dDrnt (A.7)

Inserting D, into the Nernst-Einstein equation is equivalent to using the Green-Kubo

expression for ionic conductivity when Na-ions are the only mobile charge carriers[45, 1461.

Despite its better generality, this equation can be difficult to fit in practice because obtaining

good statistics on the center of mass drift of a system requires much longer simulation time.

The Haven ratio, Hr, an indication of the cooperativity of ionic motion, is calculated from

the ratio of DseIf to the D, in each simulation. The Haven ratio can also be determined

through experiment, so can be used to validate the degree of cooperativity in simulation

results, even when there are discrepancies in total conductivity, or confounding factors such
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as grain boundary resistance.

A.3 Nudged Elastic Band

The nudged elastic band method [62] can be used to investigate the minimum energy path-

ways between two local minimum (Figure A-1).

/

FNEB FS

NEB
MEP

Final

Figure A-1: The NEB method. The nudged elastic band method finds the minimum

energy pathway (MEP) between local minima by allowing a string of images to relax per-
pendicular to its direction.[131]

For simple diffusion mechanisms, transition state theory (TST) gives a good approxi-

mation of the diffusivity. When there is a single charge carrier whose successive jumps are

not well correlated (not ballistic) , diffusion occurs via a random, sequential process of the

charge carrier jumping between adjacent lattice sites. On a discrete lattice, diffusivity can

be expressed as a function of the lattice parameter and jump frequency:

Fr?f
D 2 d (A.8)

2d

where F is the jump frequency, rj is the jump distance, d is the dimensionality of the system,
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and f is a correlation factor which is introduced to account for the fact that jumps are not

entirely random. In some cases, e.g. vacancy mediated diffusion, it is likely that after an

atom has jumped to a neighboring vacancy, it will jump back to its original position due

to the presence of the recently formed vacancy. In this case the correlation coefficient will

have a value between 0 and 1. Similarly (though less frequently), there can be a tendency

of a diffusing atom to continue in the direction of its most recent jump, and in this case the

coefficient will be greater than 1.

Transition state theory can provide an estimate of this jump frequency F, modeling it

as an Arrhenius process (equation A.9).

F = A exp (-Ea/kBT) (A.9)

To obtain a conductivity from an NEB calculation, the prefactor A, corresponding to

the attempt frequency of the hop process, must be determined. This is typically done with

a harmonic approximation, but in practice it is often easier to compare trends Ea between

different materials, or between NEB and MD calculations.
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Appendix B

Interfacial Reactions

Table B. 1: Lithium insertion/extraction of common electrolytes. Predicted anodic and
cathodic reactions for the electrolytes of figure 5-3 at their stability limits.

Anodic reaction (low Li) Cathodic reaction (high PU)
2 Li3 BN 2 -+ 2 BN + N2  Li3BN 2 - Li3 BN2
2 Li4 NCl -+ N 2 + 2 LiCl Li4 NCl -+ Li4 NCl

6 LiBH4 -+ Li2 B6 H12 + 9 H2 6 LiBH4 -4 Li2 B6 H 12 + 18 LiH
Li3PS 4 -+ Li2 PS 3 + S Li3PS 4 -+ Li 2PS 3 + Li2S

LiioGe(PS6 )2 -+ Li2 GeS3 + 2 Li3PS4 + S LiioGe(PS6 )2 -- Li4GeS4 + 2 Li2 PS3
+ 2 Li2 S

Li4 SnS 4 -+ S + Li2 SnS3  Li4 SnS4 -+ 3 Li 2 S + SnS
Li6PS5 Cl -÷ S + Li3PS 4 + LiCi Li6PS5Cl -+ LiCi + Li2 PS3 + 2 Li2 S

5 LiAlO 2 -+ LiAl5O8 + 02 4 LiAlO 2 -+ Li3 Al 2 + 2 Li5 A1O 4
3 Li4Ti5 O1 2 -+ 11 TiO 2 + 2 Ti207  5 Li4 Ti5 O 12 -+ 3 Li5Ti7O16 + 4

Li2 TiO3
2 Li2 ZrO 3 -+ 2 ZrO 2 + 02 7 Li2 ZrO3 -+ 3 Li6Zr2O 7 + Zr

4 Li7La 3 Zr2 Ol 2 -+ 4 Li6 Zr2O 7 + 02 + 6 La 20 3  4 Li7 La3 Zr2O 1 2 -+ 3 Zr + 6 La20 3 + 5
Li8 ZrO6

2 Li4GeO4 - 2 Li 2 GeO3 + 02 Li4 GeO 4 -+ 4 Li20 + Ge
4 LiNbO 3 - 02 + 2 Nb2 0 5  2 LiNbO 3 - LiNbO 2 + Li3 NbO 4

4 Li16P50 19N -+ N 2 + 2 Li2PO2N + 18 Li3PO4  Lii 6P50 19N - Li2 PO2 N + 17 Li20 +
4 Li3P

4 Li 3PO 4 -+ 2 Li4 P20 7 + 02 Li3 PO4 -+ 4 Li 20 + Li3P
4 LiGe 2 (PO4) 3 -+ 2 GeO 2 + 02 + 6 GeP 2O7  2 LiGe 2 (PO 4 )3 -4 3 GeO 2 + 6 LiPO 3

+ Ge
12 LiTi2 (PO4 )3 -4 Ti5 P60 25 + 2 Ti2 07 + 15 TiP 207  LiTi2 (PO 4 )3 -4 Li2 Ti2 (PO4 )3

3 Li3 ClO - C103 + 2 LiCI Li3ClO -+ Li3 ClO
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Li2 MgBr4 -4 2 Br + MgBr2
LiAlBr4 -+ AlBr 3 + Br

Li2 ZnBr4 -+ ZnBr2 + 2 Br
Li2 MnBr4 - MnBr3 + LiBr

Li3 InBr6 - 3 Br + InBr3
Li2 MgCl4 - MgCl 2 + C12
Li2 ZnCl4 - ZnCl 2 + C12

2 LiAlCl 4 -+ 2 AlCl 3 + C12
Li2 CdCl 4 -+ CdCl2 + C12
2 LiYF4 -+ 2 YF3 + F2
Li3 AlF6 -+ LiAlF4 + F 2

8 Li2ZrF6 -+ 2 Li3Zr4 F1 9 + 5 F2

Li 2MgBr 4 - Mg + 4 LiBr
LiAlBr4 - Al + 4 LiBr

Li2 ZnBr 4 - Zn + 4 LiBr
Li2 MnBr4 - Mn + 4 LiBr

Li3 InBr6 -+ 6 LiBr + In
Li2 MgCl4 -+ Mg + 4 LiCl
Li2 ZnCl 4 - Zn + 4 LiCl
LiAlCl 4 -+ Al + 4 LiCl

Li2 CdCl 4 -+ 4 LiCl + Cd
LiYF4 -+4 LiF + Y

4 Li3 AlF6 -+ 3 Li5 AlF8 + Al
4 Li2ZrF6 -+ Zr + 3 Li4 ZrF8

Table B.2: Interfacial decomposition reactions of common electrolytes. Predicted decompo-
sition reactions for the electrolytes of figure 5-3 at cathode chemical potentials and mixing reactions
with the cathode.

cathode/electrolyte reaction at cathode voltage reaction with mixing

LiBH4 /LiCoO 2  2 LiBH4 -+ 2 BH3 + H2  7 LiCoO 2 + 4 LiBH4 -+ 4 B(OH) 3 +
2 H20 + 7 Co

LiBH4 /LiFePO 4  2 LiBH4 -+ 2 BH3 + H2  3 LiFePO 4 + 8 LiBH4 -+ 3 FeP + 16 H 2 +
4 B20 3

LiBH 4 /LiMnO 2  2 LiBH 4 -+ 2 BH3 + H2  3 LiMnO 2 + 2 LiBH4 -+ Mn3 (BO 3 )2 +
4 H2

LiBH4 /LiNiO 2  2 LiBH4 -4 H 2 + 2 BH 3  3 LiNiO 2 + 2 LiBH 4 -+ 2 NiH + Ni +
2 B(OH) 3

LiBH4 /LiTiS 2  none none

LiBH4/LiVS 2  6 LiBH4 -4 Li(BH) 6 + 9 H2  57 LiVS2 + 10 LiBH4 -+ 19 V3S4 +
2 Li3B5(HS 5)2 + 18 H2S

LiBH4 /Li 2 S 6 LiBH4 -+ 9 H 2 + Li(BH) 6  19 Li2 S + 5 LiBH4 -+ Li3B5 (HS 5)2 +
9 H2S

Li3PS4 /LiCoO 2  2 Li3PS4 - S + P2S 7  3 LiCoO 2 + 2 Li3PS4 -+ Co(PO 3 )2 +
2 CoS 2 + 4 S

Li3PS 4 /LiFePO 4  2 Li3PS4 -+ P2S 7 + S 2 Li3 PS4 -4 P2S 7 + S
Li3PS4 /LiMnO 2  2 Li3PS4 - S + P2 S7  14 LiMnO 2 + 8 Li3PS4 -+ 3 Mn2S 3 +

4 Mn2P207 + 23 S
Li3PS 4/LiNiO 2  2 Li3PS 4 -+ P2S7 + S 117 LiNiO 2 + 44 Li3 PS4 -+ 22 Li4P 207 +

39 Ni 3S4 + 20 Li2 SO4

Li3PS4 /LiTiS 2  Li3PS4 -+ P + 4 Li2 S Li3PS4 -+ 4 Li2S + P
Li3 PS 4 /LiVS 2  none none

Li3PS4 /Li 2 S none none
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LiioGeP2S 1 2 /LiCoO 2

LiioGeP 2 S1 2 /LiFePO 4

LiioGeP 2 S12 /LiMnO 2

LiioGeP 2S 1 2 /LiNiO 2

LiioGeP2 SI 2 /LiTiS 2

LiioGeP 2 Sl2 /LiVS 2
LiioGeP 2S 1 2 /Li 2 S
Li4 SnS 4 /LiCoO 2
Li4 SnS4 /LiFePO 4
Li4 SnS4 /LiMnO 2

Li4 SnS 4 /LiNiO 2

Li4 SnS4 /LiTiS 2

Li4 SnS4 /LiVS 2

Li4 SnS 4 /Li 2 S
LiA1O2 /LiCoO 2

LiA1O2/LiFePO 4

LiALO2 /LiMnO 2

LiA1O2 /LiNiO 2
LiAIO2 /LiTiS 2

LiA1O 2 /LiVS 2
LiA1O 2 /Li 2 S

LiNbO3/LiCoO 2
LiNbO 3/LiFePO 4

LiNbO 3/LiMnO 2

LiNbO 3 /LiNiO 2

LiNbO3 /LiTiS 2

LiNbO 3/LiVS 2

LiNb0 3 /Li 2 S

LiioGe(PS6 )2 -+ GeS 2 + P2S 7 +
3S

LiioGe(PS6 )2 -+ 3 S + P2 S 7 +
GeS 2

LiloGe(PS6 )2 -+ P2S 7 + GeS 2 +
3S

LiioGe(PS6 )2 -+ 3 S + P2 S 7 +
GeS 2

LiioGe(PS6 )2 -4 2 P + 8 Li2 S +
Li4 GeS4

none
none

Li4 SnS4 - SnS 2 + 2 S
Li4 SnS4 -+ 2 S + SnS 2

Li4 SnS4 -4 2 S + SnS 2
Li4 SnS4 -+ SnS2 + 2 S

Li4 SnS4 -+ 3 Li 2 S + SnS

none

none
5 LiA1O 2 -+ LiA1508 + 02

none

none

none
none

none
none
none
none

none

none

none

none

none

7 LiCoO 2 + 2 LiioGe(PS6 ) 2 -+
2 GeP207 + 10 S + 7 CoS2

LiioGe(PS6 )2 -+ 3 S + P2 S 7 +
GeS 2

14 LiMnO 2 + 4 LiioGe(PS6 )2 -+

4 Mn2 P207 + 31 S + 4 GeS 2 +
3 Mn2S 3

171 LiNiO 2 + 22 LiioGe(PS6 )2 -4

36 Li2 SO 4 + 22 GeO 2 +
22 Li4 P20 7 + 57 Ni3 S4

8 LiTiS 2 + LiioGe(PS6 ) 2 -

2 P + Li4 GeS4 + 8 Li 2TiS3
none
none

Li4 SnS 4 - SnS 2 + 2 S
Li4 SnS 4 - 2 S + SnS2

Li4 SnS 4 -4 2 S + SnS2
27 LiNiO 2 + 11 Li4SnS4 -+

11 SnO 2 + 9 Ni3 S4 + 8 Li2 SO4

3 LiTiS2 + Li4 SnS4 -+

3 Li2TiS3 + SnS
LiVS 2 + 2 Li4 SnS4 -+

2 Li2 SnS 3 + Li3VS 4

none
5 LiALO 2 -+ LiA15O8 + 02

4 LiFePO 4 + 15 LiA1O 2 -÷

4 Li3 PO4 + 3 LiA15O8 + 2 Fe203
7 LiMnO 2 + 5 LiA1O 2 -4

LiA15O8 + Li5Mn7016
none

6 LiTiS2 + 10 LiALO 2 -+
4 Li2TiS3 + 2 LiA15O8 - LiTi2 04

none
none
none

2 LiFePO 4 + 6 LiNbO 3 -+

Fe 20 3 + 3 Nb 2 05 + 2 Li3PO4
7 LiMnO 2 + 4 LiNbO 3 -4

2 Nb2 05 + Li5Mn7016
LiNiO 2 + LiNbO 3 -* Li3 NbO 4 +

NiO
LiTiS 2 + LiNbO 3 -+ Li2 TiO 3 +

LiNbS2
91 LiVS2 + 56 LiNbO 3 -+

5 Li5(NbS 2 )7 + 21 Li2 NbV308 +
28 Li3 VS4

none



Li7 La3 Zr2 Oi2 /LiCoO 2

Li7 La3 Zr2 O12 /LiFePO 4

Li7 La3 Zr2 Ol2 /LiMnO 2

Li7 La 3 Zr2 O12/LiNiO 2

Li7 La3 Zr2 O1 2 /LiTiS 2

Li7 La3 Zr2 Oi 2 /LiVS 2

Li7 La3Zr2 O12 /Li 2S

Li3 .2 PO3 .8 No.2 /LiCoO 2

Li3 .2 PO3.8 No.2 /LiFePO 4

Li3 .2 PO3.8 NO. 2 /LiMnO 2

Li3.2PO3 .8 No.2 /LiNiO 2

Li3 .2 PO3 .8 No.2 /LiTiS 2

Li3 .2 PO3 .8 No.2 /LiVS 2

Li3 .2PO3 .8 No.2 /Li 2 S

Li3PO4 /LiCoO 2
Li3PO4/LiFePO 4
Li3 PO4 /LiMnO 2
Li3 PO4 /LiNiO 2
Li3 PO4 /LiTiS 2
Li3 PO4 /LiVS 2
Li3 PO4 /Li 2 S

4 Li7 La3 Zr2 Ol2 -+ 2 La2O 3 +
4 La 2Zr2 O 7 + 7 02

4 Li7 La3 Zr2O 12 -+ 2 La203 +
4 La2 Zr2O 7 + 7 Li2 02

4 Li7 La3Zr 2O1 2 -+ 8 LiLaZrO 4 +
5 Li 20 2 + 2 La 2 03

4 Li7 La3 Zr2O12 -+ 2 La203 +
8 LiLaZrO 4 + 5 Li 2 02

none

none

none

Li16P5019 N -+ LiPO 3 +
2 Li4 P20 7 + NO 2

2 Li1 6P50 19N -+ N2 +
2 Li4 P20 7 + 6 Li3 PO4

2 Li16P50 19 N -+ 6 Li3PO4 +
2 Li4 P20 7 + N 2

2 Li16P50 19 N -+ 6 Li3PO4 +
2 Li4 P207 + N 2

4 Li1 6P50 19 N -+ N2 +
2 Li2PO 2 N + 18 Li3 PO4

4 Li16P50 19N - 18 Li3PO 4 +
2 Li2 PO 2N + N2

4 Li16 P5 0 19 N -+ 2 Li 2 PO2 N +
N2 + 18 Li3PO 4

none
none
none
none
none
none
none

4 Li7La3Zr2O 1 2 -+ 4 La 2Zr2O 7 +
7 02 + 2 La2 O 3

10 LiFePO 4 + 3 Li7 La3Zr 2O1 2 -

5 Fe2 O 3 + 7 Li3 PO4 +
3 LaPO4 + 3 La2Zr2O 7

7 LiMnO 2 + 2 Li7La3Zr2 O 2 -

La2O 3 + 2 La2 Zr2O 7 +
7 Li2 MnO3

7 LiNiO 2 + 2 Li7 La3 Zr2O 12 -+

2 La2 Zr2 O 7 + La 203 +
7 Li2NiO 3

147 LiTiS 2 +
50 Li7La3 Zr2O 1 2 -+

15 LaiOS 140 + 72 ZrO 2 +
28 Li2ZrS3 + 147 Li2TiO3

63 LiVS 2 + 36 Li7 La3Zr2O1 2 -+

72 ZrO 2 + 8 LaioS 140 +
63 Li3VO 4 + 14 La2 SO 2

11 Li2 S + 4 Li7 La3 Zr2 Oi 2 -

6 La2 SO 2 + 8 ZrO 2 + 5 Li2SO 4
LiCoO 2 + Li16P50 19 N -+

LiNO 3 + 2 Li4P207 + LiCoPO 4
2 Lil 6P5019 N -+ N 2 +
2 Li4 P207 + 6 Li3 PO 4

LiMnO 2 + 2 Lil6P 5019N -+

9 Li3 PO4 + N2 + LiMnPO 4
4 LiNiO 2 + Lil 6P5019N -+

5 Li3 PO4 + 4 NiO + LiNO 3
LiTiS 2 + 2 Lil 6P5019N -+

9 Li3PO4 + Li2PO 2N + TiN +
2 Li2S

4 Lil 6P5019N -+ 18 Li3 PO4 +
N 2 + 2 Li2 PO2 N

4 Lil6P5019 N -+ 18 Li3 PO4 +
2 Li2 PO2 N + N2

none
none
none
none
none
none

none
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Li2 MgCl4 /LiCoO 2

Li 2 MgCl4 /LiFePO 4
Li 2 MgCl 4 /LiMnO 2

Li2 MgCl4 /LiNiO 2
Li 2 MgCl4 /LiTiS 2
Li2 MgCl 4 /LiVS 2
Li2 MgCl 4 /Li 2S

LiA1C14 /LiCoO 2
LiA1C14/LiFePO 4
LiA1C14/LiMnO 2
LiA1C14/LiNiO 2
LiA1C1 4/LiTiS 2
LiA1C14 /LiVS 2
LiAIC14 /Li 2 S

LiYF 4 /LiCoO 2
LiYF 4 /LiFePO 4
LiYF4 /LiMnO 2
LiYF4 /LiNiO 2
LiYF 4 /LiTiS 2
LiYF4 /LiVS 2
LiYF4 /Li 2 S

none

none
none

none
none
none
none
none
none
none
none
none
none
none
none
none
none
none
none
none
none

20 LiCoO 2 + 7 Li2 MgCl4 -+ 6 LiCoC1 4 + 4 LiC1O 3 +
7 Mg(CoO 2) 2

2 LiFePO 4 + 3 Li2 MgCl4 -+ 8 LiCl + Mg3 (PO4 ) 2 + 2 FeC1 2
11 LiMnO 2 + 10 Li2 MgCl4 -+ 32 LiCl + 5 Mg2MnO 4 +

2 Mn 3 CL40
2 LiNiO 2 + 2 Li2 MgCl4 - Mg 2NiO 3 + NiO + 8 LiCl

2 LiTiS 2 + Li2MgCl4 - Ti2 S3 + 4 LiCl + MgS
3 LiVS 2 + 2 Li2 MgCl 4 -+ 8 LiCi + 2 MgS + V 3S4

Li2 S + Li2 MgCl4 -+ 4 LiCi + MgS
3 LiCoO 2 + 4 LiAC1 4 -+ Li5 CoCL1 + 2 A12 0 3 + 2 LiCoC1 4

LiFePO 4 + LiAC14 -+ A1PO4 + 2 LiCl + FeC1 2
3 LiMnO 2 + 4 LiACL4 - 3 LiMnCL4 + 2 Al 2 03 + 4 LiCi

4 LiNiO 2 + 5 LiAlC1 4 - 4 NiC1 2 + 12 LiCl + LiA1 508
4 LiTiS 2 + LiAlC14 -+ LiAlS2 + 4 LiCi + 2 Ti2 S3

3 LiVS2 + LiAlC 4 -4 V3S4 + 4 LiCl + LiAlS 2
2 Li2S + LiA1Cl 4 -+ 4 LiCi + LiALS 2

none
none

3 LiNiO 2 +
none

2 LiYF4 -+ Y 20 3 + 3 NiO + 8 LiF
none
none
none
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B. 1 Nitrides

Li1BN2

at LiCoO 2 PM with mixing
at L!FePO4 PAL with mixing
at LiMnO 2 PL with mixing
at LINIO2 pA M with mixing
at LiTiS2 PL M with mixing

M at LiVS2 PUL OM with mixing
M at Li2S AU M with mixing

Figure B-1: Reaction energies for the interfaces of nitride electrolytes. Calculations per-
formed at AU corresponding to the average cathode voltage. Energies are given both for the energy
of the lithium extraction only (no mixing) and for energy of cathode/electrolyte mixing open to
lithium, following the procedure of figure 5-5.
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Table B.3: Decomposition reactions of nitride electrolytes. Predicted decomposition reac-
tions for the nitride electrolytes of figure B-1 at cathode chemical potentials and mixing reactions
with the cathode.

cathode/electrolyte reaction at cathode voltage reaction with mixing

Li3N/LiCoO 2  2 Li3 N -+ N2  2 Li3 N -+ N 2
Li3N/LiFePO4  2 Li3N -+ N2  2 Li3 N -+ N 2
Li3N/LiMnO 2  2 Li3 N -+ N 2  2 Li3 N -+ N 2

Li3 N/LiNiO 2  2 Li3 N -+ N 2  2 Li3 N -+ N 2

Li3N/LiTiS2  2 Li3 N -4 N2  2 Li3 N -* N 2

Li3 N/LiVS 2  2 Li 3 N -4 N2  2 Li3 N -+ N2

Li3 N/Li 2S 2 Li3 N -- N2  2 Li3 N -+ N 2

Li3BN2 /LiCoO 2  2 Li3BN 2 - 2 BN + N2  2 Li3BN2 - 2 BN + N 2

Li3BN 2/LiFePO 4  2 Li3BN2 -+ 2 BN + N 2  2 Li3BN 2 -+ 2 BN + N 2

Li3BN2/LiMnO 2  2 Li3BN2 - N 2 + 2 BN 2 Li3BN2 -+ 2 BN + N2

Li3BN2/LiNiO 2  2 Li3BN2 - N 2 + 2 BN 2 Li3BN2 -÷ 2 BN + N2

Li3BN 2 /LiTiS 2  2 Li3BN2 -4 2 BN + N 2  2 Li3 BN2 -+ 2 BN + N2

Li3BN2 /LiVS 2  2 Li3BN2 -+ N 2 + 2 BN 2 Li3BN2 -* N 2 + 2 BN
Li3BN2 /Li 2 S 2 Li3BN2 -+ 2 BN + N 2  2 Li3BN 2 -+ 2 BN + N2

Li4 NCl/LiCoO 2  2 Li4NCl -+ N 2 + 2 LiCl 2 Li4NCl -+ 2 LiCl + N 2

Li4NCl/LiFePO 4  2 Li4NCl - 2 LiCl + N 2  2 Li4NCl - 2 LiCl + N 2

Li4NCl/LiMnO 2  2 Li4NCl -42 LiCl + N2  2 Li4NCl - N 2 + 2 LiCl
Li4NCl/LiNiO2  2 Li4NCl -+ N 2 + 2 LiCl 2 Li4NCl -+ 2 LiCl + N2

Li4NCl/LiTiS 2  2 Li4NCl -+ N 2 + 2 LiCl 2 Li4NCl -+ N 2 + 2 LiCl
Li4 NCl/LiVS 2  2 Li4NCl - N 2 + 2 LiCl 2 Li4NCl -+2 LiCi + N2

Li4 NCl/Li2 S 2 Li4NCl N 2 + 2 LiCi 2 Li4NCl -+ N 2 + 2 LiCl
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B.2 Hydrides
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Figure B-2: Reaction energies for the interfaces of hydride electrolytes. Calculations

performed at ALi corresponding to the average cathode voltage. Energies are given both for the

energy of the lithium extraction only (no mixing) and for energy of cathode/electrolyte mixing

open to lithium, following the procedure of figure 5-5.
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Table B.4: Decomposition reactions of hydride electrolytes. Predicted decomposition reac-
tions for the hydride electrolytes of figure B-2 at cathode chemical potentials and mixing reactions
with the cathode.

cathode/electrolyte reaction at cathode voltage reaction with mixing
LiH/LiCoO 2  2 LiH -+ H2 2 LiH -+1H2

LiH/LiFePO 4  2 LiH -+ H 2  2 LiH - H2
LiH/LiMnO 2  2 LiH -+ H2 2 LiH - H2

LiH/LiNiO 2  2 LiH - H2  2 LiH -+ H2

LiH/LiTiS 2  2 LiH -+ H2  2 LiH -+ H2

LiH/LiVS2  2 LiH -+ H2  2 LiH -+ H2
LiH/Li 2 S 2 LiH -+ H2  2 LiH - H2

LiBH4 /LiCoO 2  2 LiBH 4 -+ 2 BH 3 + H2 7 LiCoO 2 + 4 LiBH4 -* 4 B(OH) 3 +
2 H 20 + 7 Co

LiBH4/LiFePO 4  2 LiBH 4 - 2 BH 3 + H2 3 LiFePO 4 + 8 LiBH4 -+ 16 H2 +
4 B2 0 3 + 3 FeP

LiBH4 /LiMnO 2  2 LiBH 4 -+ H2 + 2 BH 3  3 LiMnO 2 + 2 LiBH4 -+ 4 H2 +
Mn3 (BO3)2

LiBH4 /LiNiO 2  2 LiBH 4  H H2 + 2 BH3  3 LiNiO 2 + 2 LiBH4 -+ Ni + 2 NiH +
2 B(OH) 3

LiBH 4 /LiTiS 2  none none
LiBH4 /LiVS 2  6 LiBH4 - 9 H2 + Li(BH) 6  57 LiVS 2 + 10 LiBH4 -* 2 Li3B5 (HS 5) 2 +

19 V3 S4 + 18 H2 S
LiBH4 /Li 2 S 6 LiBH4 - 9 H2 + Li(BH) 6  19 Li2 S + 5 LiBH4 -+ Li3B5(HS5) 2 +

9 H2 S
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B.3 Sulfides

0
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U
0)

0.0 Li2S

-0.5
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-3.0
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M at LiMnO 2 JUI with mixing
M at LiNiO2 pu M with mixing
M at LiTiS2 L M with mixing
M at LIVS2 pu M with mixing

M at Li2S pU M with mixing

Figure B-3: Reaction energies for the interfaces of sulfide electrolytes. Calculations per-
formed at PLi corresponding to the average cathode voltage. Energies are given both for the energy
of the lithium extraction only (no mixing) and for energy of cathode/electrolyte mixing open to
lithium, following the procedure of figure 5-5.
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Table B.5: Decomposition reactions of sulfide electrolytes. Predicted decomposition reactions
for the sulfide electrolytes of figure B-3 at cathode chemical potentials and mixing reactions with
the cathode.

cathode/electrolyte reaction at cathode voltage reaction with mixing

Li2 S/LiCoO 2
Li2 S/LiFePO 4
Li2 S/LiMnO 2
Li2 S/LiNiO 2
Li2 S/LiTiS 2
Li2 S/LiVS2
Li2 S/Li2 S

Li3 PS4 /LiCoO 2

Li3PS4 /LiFePO 4
Li3 PS4 /LiMnO 2

Li3 PS4 /LiNiO 2

Li3 PS4 /LiTiS 2
Li3 PS4 /LiVS 2
Li3 PS4 /Li 2 S

LiioGeP 2 S12 /LiCoO 2

LiioGeP 2S 12 /LiFePO 4

LiioGeP 2 S 12 /LiMnO 2

LijoGeP 2 S 12 /LiNiO 2

LiioGeP 2 S 12 /LiTiS 2

LiioGeP 2S12/LiVS2
LiioGeP 2S 12 /Li 2 S
Li4 SnS 4 /LiCoO 2
Li4 SnS4 /LiFePO 4
Li4 SnS4 /LiMnO 2
Li4 SnS 4 /LiNiO 2

Li4 SnS4 /LiTiS 2

Li4 SnS 4 /LiVS 2

Li4 SnS4 /Li 2 S

Li2 S -+*

Li2 S -4

Li2 S -+
Li 2 S -÷

S
S
S
S

none
none
none

2 Li3 PS4 -+ P2 S7 + S

2 Li 3 PS4 - P25 7 + S
2 Li3 PS4 -+ S + P25 7

2 Li3 PS4 - P2 S 7 + S

Li3 PS4 -+ 4 Li2 S + P
none
none

LiioGe(PS6 )2

Li1 oGe(PS6 )2

Li1oGe(PS6 )2

LiioGe(PS6 )2

-+ P2 S 7 + GeS2 +
3S

> P2 S 7 + GeS2 +
3S

-* GeS2 + P 2S7 +
3 S

4 P2 S 7 + GeS2 +
3 S

LiioGe(PS6 )2 -÷ Li4 GeS4
8 Li2 S + 2 P

none

Li4 SnS4
Li4 SnS4
Li4 SnS4
Li4 SnS4

none

- SnS 2

- SnS2

-4 SnS2

-+ SnS2

+

+

+

+

2
2
2
2

+

S
S
S
S

Li4 SnS4 -+ 3 Li2 S + SnS

none

none

Li2 S - S
Li2 S -+ S
Li2 S -4 S

Li2 S -+ S
LiTiS 2 + Li2 S -+ Li2 TiS3
LiVS2 + 2 Li 2S -+ Li3VS4

none
3 LiCoO 2 + 2 Li3 PS4 -+ 4 S +

2 CoS 2 + Co(PO 3 )2
2 Li3 PS4 -+ P2 S 7 + S

14 LiMnO 2 + 8 Li3PS 4 -÷ 23 S +
3 Mn 2S 3 + 4 Mn2 P2 07

117 LiNiO 2 + 44 Li3PS4 -

39 Ni3 S4 + 22 Li4 P20 7 +
20 Li2 SO 4

Li3PS4 - P + 4 Li2 S
none
none

7 LiCoO 2 + 2 Li1oGe(PS6 )2 -4

10 S + 7 CoS2 + 2 GeP2 07
LiioGe(PS6 )2 -+ P2 S7 + 3 S +

GeS 2
14 LiMnO 2 + 4 LiioGe(PS6 )2 -

4 GeS2 + 31 S + 4 Mn2 P20 7 +
3 Mn2S 3

171 LiNiO 2 + 22 LiioGe(PS6 )2 -+

22 Li4 P2 O 7 + 22 GeO 2 +
36 Li2 SO 4 + 57 Ni3 S4

8 LiTiS2 + Li1oGe(PS6 )2 --

Li4 GeS4 + 2 P + 8 Li2 TiS3
none
none

Li4 SnS 4 -+ SnS 2 + 2 S
Li4 SnS 4 -4 SnS 2 + 2 S
Li4 SnS 4 -+ 2 S + SnS2

27 LiNiO 2 + 11 Li4SnS4 -4

8 Li2 SO 4 + 11 Sn02 + 9 Ni3 S4

3 LiTiS 2 + Li4 SnS 4 -+

3 Li2TiS3 + SnS
LiVS 2 + 2 Li4SnS4 -+ Li3VS4 +

2 Li2 SnS3
none
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Li6 PS5C1/LiCoO 2

Li6PS 5C1/LiFePO 4
Li6PS 5C1/LiMnO 2

Li6PS5C1/LiNiO 2

Li6PS5 CL/LiTiS2

Li6PS 5CI/LiVS 2

Li6PS 5C1/Li2 S

2 Li6PS 5C1 -4 2 SCI + P2S7 + S

2 Li6PS5C1
2 Li6PS5C1

43 S + P2 S 7 + 2 LiCi
-+ 3 S + P2 S 7 + 2 LiCi

2 Li6PS5 C1 -+ 3 S + P25 7 + 2 LiCi

Li6PS 5C1 - 5 Li2 S + P + LiCl

none

none

11 LiCoO 2 + 8 Li6PS 5CL -+
8 CoSCI + 30 S + 2 CoP4 0 1 1 +

CoS 2
2 Li6 PS5 C -+ 3 S + 2 LiCl + P 2S7

2 LiMnO 2 + Li6 PS 5 C -4

Mn2PCO4 + 5 S
21 LiNiO 2 + 12 Li6 PS5 C1 -* 40 S +

6 Li4 P2 0 7 + 5 Ni3 S4 + 6 NiC1 2
5 LiTiS 2 + Li6 PS5 C1 -+ LiCl +

5 Li2 TiS3 + P
LiVS2 + 2 Li6 PS5C1 -+ 2 LiCJ +

2 Li3PS4 + Li3VS 4
none
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B.4 Oxides
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Figure B-4: Reaction energies for the interfaces of oxide electrolytes. Calculations per-
formed at at [Li corresponding to the average cathode voltage. Energies are given both for the
energy of the lithium extraction only (no mixing) and for energy of cathode/electrolyte mixing
open to lithium, following the procedure of figure 5-5.
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Table B.6: Decomposition reactions of oxide electrolytes. Predicted decomposition reactions
for the oxide electrolytes of figure B-4 at cathode chemical potentials and mixing reactions with the
cathode.

I cathode/electrolyte reaction at cathode voltage reaction with mixing
Li2 0/LiCoO 2

Li20/LiFePO 4

Li20/LiMnO 2
Li20/LiNiO 2
Li20/LiTiS2

Li2 O/LiVS 2

Li20/Li2 S
LiAlO 2 /LiCoO 2
LiAlO2/LiFePO 4

LiAlO2 /LiMnO2

LiA1O2 /LiNiO 2
LiAlO2 /LiTiS 2

LiAlO 2 /LiVS 2
LiAl0 2 /Li 2S

Li4 Ti5 0 12 /LiCo0 2
Li4 Ti5 0 12 /LiFePO 4

Li4 Ti 501 2 /LiMnO 2

Li4 Ti501 2 /LiNiO 2

Li4 Ti5 01 2 /LiTiS 2

Li4 Ti5 01 2 /LiVS 2
Li4 Ti5 01 2 /Li 2 S

Li2ZrO 3/LiCo0 2
Li2 ZrO3 /LiFePO 4

Li2 ZrO3 /LiMnO2

Li2 ZrO 3 /LiNiO 2
Li 2 ZrO3 /LiTiS 2

Li2 ZrO 3 /LiVS 2

Li2 ZrO 3 /Li 2 S

2 Li 2 0 -4 02

2 Li2 0 - Li2 02

2 Li 20 - Li202
2 Li20 -+ Li2 0 2

none

none

none
5 LiAlO 2 -+ LiA1508 + 02

none

none

none
none

3 Li4 Ti50 12 -+

none
none
2 Ti 207 + 11 TiO 2

none

none

none

5 Li4 Ti50 12 -4 4 Li2TiO3 +
3 Li5Ti70 16

none
none

2 Li2 ZrO3 -+ 2 ZrO 2 + 02
none

none

none
none

none

none

2 Li2 0 - 02
LiFeP0 4 + 4 Li20 -+ Li3PO4 +

Li3 FeO4
LiMnO 2 + Li20 - Li2 MnO3

2 Li20 - Li202
LiTiS2 + 3 Li20 -+ 2 Li2 S +

Li2 TiO3
LiVS 2 + 12 Li20 - 2 Li2 SO4 +

Li3VO 4

Li2 S + 4 Li20 -+ Li2 SO4
5 LiAlO 2 -+ LiA1508 + 02
4 LiFeP0 4 + 15 LiAl0 2 -÷

2 Fe2 0 3 + 4 Li3PO4 + 3 LiA150s
7 LiMnO 2 + 5 LiAlO 2 -+

LiA1508 + Li5 Mn7 O16
none

6 LiTiS2 + 10 LiAl0 2 -+

LiTi204 + 2 LiA1508 + 4 Li2TiS3
none

none

3 Li4Ti50 12 -4 2 Ti207 + 11 TiO 2
4 LiFeP04 + 3 Li4 Ti5 0 12 -+

15 Ti0 2 + 4 Li3PO4 + 2 Fe 203
7 LiMnO 2 + Li4 Ti5 0 12 -+

Li5 Mn7 O16 + 5 Ti0 2
3 LiNi0 2 + Li4 Ti5 01 2 -+ 3 NiO +

5 Li2 TiO 3
3 LiTiS2 + Li4 Ti50 12 -

2 Li2 TiS3 + 3 LiTi2 04
none

none
2 Li2 ZrO3 -+ 02 + 2 Zr0 2
2 LiFePO 4 + 3 Li2 ZrO3 -+

Fe 20 3 + 3 ZrO 2 + 2 Li3PO4
LiMnO 2 + Li2 ZrO3 -4 Zr0 2 +

Li2MnO3
none

21 LiTiS2 + 20 Li2 ZrO3 -

6 ZrO 2 + 14 Li2 ZrS3 +
3 Li5Ti7O16

3 LiVS 2 + 8 Li2 ZrO3 -

2 Li2 ZrS3 + 6 ZrO 2 + 3 Li3 VO4
Li2 S + 4 Li2 ZrO3 -+ Li2 SO4 +

4 ZrO 2
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4 Li7La3 Zr201 2 -+ 7 02 +
4 La2 Zr2O 7 + 2 La 20 3

4 Li7 La3 Zr2 Ol2 -+ 2 La 2O 3
4 La 2 Zr2O7 + 7 Li202

+

Li7 La 3 Zr2 O 2 /LiCo0 2

Li 7 La3 Zr2oi2 /LiFePO 4

Li7 La3Zr2 Oi2 /LiMnO 2

Li7 La 3 Zr2 Oi2 /LiNiO 2

Li 7 La3 Zr2 Oi2 /LiTiS 2

Li7 La3 Zr 2 Oi2 /LiVS 2

Li7 La 3 Zr2 Oi 2 /Li 2 S

Li4 GeO4 /LiCoO 2
Li4 GeO4 /LiFePO4

Li4 GeO4 /LiMnO2

Li4 GeO4 /LiNiO2
Li4 GeO4 /LiTiS 2

Li4 GeO4 /LiVS 2

Li4 GeO4 /Li 2 S

LiNbO3/LiCo0 2
LiNbO 3/LiFePO 4

LiNb0 3 /LiMnO 2

LiNb0 3 /LiNiO 2

LiNbO 3/LiTiS 2

LiNb0 3 /LiVS 2

LiNbO 3/Li 2S

I
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4 Li7 La3 Zr2 Ol 2 -+ 8 LiLaZrO 4 +
5 Li202 + 2 La 20 3

4 Li 7 La3 Zr2 Ol 2 -+ 8 LiLaZrO 4 +
5 Li202 + 2 La 20 3

none

none

none

2 Li4 GeO4 -4 2 Li2 GeO 3 + 02
none

none

none
none

none

none

none
none

none

none

none

none

none

4 Li7La3 Zr2 Ol 2 -+ 7 02 +
2 La20 3 + 4 La 2 Zr20 7

10 LiFePO 4 + 3 Li7La3Zr20 2 -+

7 Li3PO4 + 3 LaP0 4 +
5 Fe2 0 3 + 3 La2 Zr20 7

7 LiMnO 2 + 2 Li7La3 Zr2 Ol 2 -+

La20 3 + 7 Li 2MnO 3 +
2 La2 Zr20 7

7 LiNiO 2 + 2 Li7La 3 Zr20 2 -+

2 La 2Zr2O 7 + 7 Li2NiO3 +
La2 03

147 LiTiS 2 + 50 Li7La3 Zr2Oi 2 -

28 Li2 ZrS3 + 72 ZrO 2 +
15 LaioS 140 + 147 Li2TiO3

63 LiVS 2 + 36 Li7La3 Zr2Ol 2 -

8 LaiOS 140 + 72 ZrO 2 +
14 La2 SO 2 + 63 Li3 VO4

11 Li2 S + 4 Li7La 3 Zr20 2 -+

8 Zr0 2 + 6 La2 SO2 + 5 Li 2SO 4
2 Li4 GeO 4 -+ 02 + 2 Li2 GeO3
16 LiFeP0 4 + 15 Li4 GeO 4 -+

8 Fe20 3 + 3 Li4 Ge 501 2 +
16 Li3PO4

LiMnO 2 + Li4 GeO 4 -+
Li2 GeO 3 + Li2 MnO3

none

4 LiTiS2 + 3 Li 4 GeO4 -+
4 Li2TiO 3 + Ge + 2 Li4GeS4

15 LiVS 2 + 10 Li4 GeO4 -+
10 Li2GeS3 + 4 V20 3 +

7 Li3VO4
5 Li2 S + Li4 GeO4 -+ Li2 SO4 +

Li4 GeS4
none

2 LiFePO 4 + 6 LiNbO 3 -
3 Nb 205 + 2 Li 3 PO4 + Fe2 0 3

7 LiMn0 2 + 4 LiNbO 3 -+

Li5Mn 701 6 + 2 Nb 205
LiNiO 2 + LiNbO 3 -+ NiO +

Li3 NbO4

LiTiS 2 + LiNbO 3 -+ Li2TiO 3 +
LiNbS2

91 LiVS 2 + 56 LiNbO 3 -+

5 Li5(NbS 2 )7 + 21 Li2 NbV 308 +
28 Li3VS4

none



Li3.2 PO3.8 No.2 /LiCoO 2

Li3 .2 PO3.8 NO.2 /LiFePO 4

Li3 .2 PO3 .8 No.2 /LiMnO 2

Li3.2PO 3.8 No.2 /LiNiO 2

Li3 .2 PO3 .8 No.2 /LiTiS 2

Li3.2 PO3 .8 No.2 /LiVS 2

Li3.2 PO3.8 NO.2/Li 2S

Li3 PO4 /LiCoO 2
Li3PO 4/LiFePO 4
Li3 PO4 /LiMnO 2
Li3PO 4 /LiNiO 2
Li3 PO 4 /LiTiS 2
Li3 PO4 /LiVS 2
Li3 PO4 /Li 2 S

LiGe 2 (PO4 )3 /LiCoO 2

LiGe2 (PO4 )3 /LiFePO 4

LiGe 2 (PO4 )3 /LiMnO 2

LiGe 2 (PO 4 )3 /LiNiO 2

LiGe 2 (PO4 )3 /LiTiS 2

LiGe 2 (PO4) 3 /LiVS 2

LiGe2 (PO4 )3 /Li 2 S

Li16P50 9 N -+ 2 Li4 P20 7 +
NO 2 + LiPO 3

2 Lil6P5 019N -+ 2 Li4 P 207 +
N2 + 6 Li3 PO4

2 Li1 6P5019 N -+ 6 Li3 PO4 +
2 Li4 P207 + N 2

2 Lii 6P5019N -+ 2 Li 4 P207 +
N 2 + 6 Li3 PO4

4 Li16P5 019 N -+ N2 +
2 Li2 PO 2 N + 18 Li3 PO4

4 Lil 6P5 019 N -+ N 2 +
2 Li2 PO2 N + 18 Li3 PO4

4 Lii6P5019N -4 18 Li3PO4 +
2 Li2 PO2 N + N 2

none
none
none
none
none
none
none
none

none

none

none

LiGe2 (PO4 ) 3 -4 2 Ge +
3 Li3 PO 4

LiGe2 (PO4 )3 -4 3 Li3PO 4
2 Ge

LiGe2 (PO4 ) 3 -+ 2 Ge +
3 Li3 PO 4

+

LiCoO 2 + Li16 P5 0 19N -4

LiCoPO 4 + LiNO 3 + 2 Li4P207
2 Lil6P5019 N -+ 6 Li3PO 4 +

N2 + 2 Li4 P2 07
LiMnO 2 + 2 Li16P5019N -+

LiMnPO 4 + 9 Li3PO4 + N 2
4 LiNiO 2 + Li16P 5019N -+

LiNO 3 + 5 Li3PO4 + 4 NiO
LiTiS 2 + 2 Lil6P5019N -+

2 Li2S + 9 Li3PO4 + TiN +
Li2 PO2 N

4 Li16P5019N -+ N 2 +
18 Li3 PO4 + 2 Li2 PO 2 N

4 Lil6P50 19 N -4 18 Li3 PO 4 +
2 Li2 PO2 N + N2

none

none

none
none

none

none

none

6 LiCoO 2 + LiGe 2 (PO4 )3 -+
2 C0304 + 2 GeO 2 + 3 Li3 PO4

5 LiFePO4 + LiGe 2 (PO4) 3 -4

3 LiFeP2 0 7 + Fe2 P2 0 7 +
2 GeO 2

2 LiMnO 2 + LiGe 2 (PO4 )3 -+
2 LiMnPO 4 + 2 GeO 2 + Li3 PO4

4 LiNiO 2 + LiGe 2 (PO 4 )3 -

2 Ni2 GeO4 + 3 Li3 PO4
LiGe 2 (PO4 )3 -4 2 Ge +

3 Li3PO 4
LiGe 2 (PO4 ) 3 -+ 2 Ge +

3 Li3 PO4
6 Li2 S + LiGe 2 (PO4 )3 -+

2 Li2 GeS 3 + 3 Li3 PO4
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LiTi2 (PO4 )3 /LiCoO 2

LiTi2 (PO4 )3 /LiFePO 4
LiTi 2 (PO4 )3 /LiMnO 2

LiTi2 (PO4 )3 /LiNiO 2

LiTi2 (PO4 )3 /LiTiS 2

LiTi2 (PO4 )3 /LiVS 2

LiTi2 (PO4 )3 /Li 2 S

Li30Cl/LiCoO 2
Li30C1/LiFePO 4
Li30C1/LiMnO 2
Li3 OC1/LiNiO 2
Li3OCl/LiTiS 2

Li30Cl/LiVS 2

Li3 OC1/Li2S

none

none
none

none

3 LiTi2 (PO 4 )3 -+ 2 LiTi 20 4 +
7 Li3 PO4 + 2 TiP

5 LiTi 2 (PO4) 3 -+ 2 TiP 2 +
8 TiO 2 + 11 Li3PO4

LiTi2 (PO 4 )3 -+ Li2 Ti2 (PO4 )3

3
3
3
3

Li3ClO
Li3 C1O
Li3ClO
Li3ClO

-+4

LiC1O 3
LiC1O3
LiC1O 3
LiC1O 3

+

+

+

+

2
2
2
2

LiCl
LiCi
LiCi
LiCl

none

none

none

6 LiCoO 2 + LiTi2 (PO4 )3 -+
3 Li3 PO4 + 2 TiO 2 + 2 C0304

none
3 LiMnO 2 + LiTi 2 (PO4 )3 -+

LiMnPO 4 + 2 Li3PO4 +
2 TiMnO 3

4 LiNiO 2 + LiTi2 (PO4 )3 -

3 Li3 PO4 + 2 Ti(NiO 2 )2
3 LiTi2 (PO4) 3 -+ 2 LiTi 204 +

7 Li3 PO4 + 2 TiP
6 LiVS 2 + LiTi2 (PO4 )3 -

2 V3S4 + 2 TiS2 + 3 Li3PO 4
6 Li2 S + LiTi2 (PO 4 )3 -+

2 Li2 TiS 3 + 3 Li3 PO4

3 Li3 ClO -+ LiC1O 3 + 2 LiCi
3 Li3 C1O - LiC1O 3 + 2 LiCl
3 Li3C1O -+ 2 LiCl + LiC1O 3
3 Li3 C1O - LiC1O 3 + 2 LiCl

LiTiS2 + 3 Li3 ClO -+ 3 LiCi +
2 Li2 S + Li2 TiO3

LiVS2 + 12 Li3C1O -+

2 Li2 SO4 + 12 LiCi + Li3VO4

Li2 S + 4 Li3C1O -+ Li2 SO4 +
4 LiCi
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B.5 Bromides

LiBr LiMgBr, LIAIBr,
0.0

-0.1

-0.2

c -0.3
0

U

-0.4 -

-0.5

LiZnBr, LiMnBr, LijInBr,

at LiCoC
at LiFeP
at LiMn
at LiNIO

M at LiTiS2

M at LiVS,
M at Li25 p

2 Li M with mixing
04 p

1  
M with mixing

32 Mu M with mixing
2 PLi M with mixing
PL M with mixing

MALi CM with mixing
UL with mixing

Figure B-5: Reaction energies for the interfaces of bromide electrolytes. Calculations
performed at Li corresponding to the average cathode voltage. Energies are given both for the
energy of the lithium extraction only (no mixing) and for energy of cathode/electrolyte mixing
open to lithium, following the procedure of figure 5-5.

Table B.7: Decomposition reactions of bromide electrolytes. Predicted decomposition reac-
tions for the bromide electrolytes of figure B-5 at cathode chemical potentials and mixing reactions
with the cathode.

cathode/electrolyte reaction at cathode voltage reaction with mixing
LiBr/LiCoO 2  LiBr -4 Br LiBr -+ Br

LiBr/LiFePO 4  none LiFePO 4 + 4 LiBr -+ LiFeBr4 +
Li3PO4

LiBr/LiMnO 2  none none
LiBr/LiNiO 2  none 3 LiNiO 2 + LiBr -+ LiBrO 3 +

3 NiO
LiBr/LiTiS 2  none none
LiBr/LiVS 2  none none
LiBr/Li 2 S none none
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Li 2 MgBr4 /LiCoO 2

Li 2 MgBr4 /LiFePO 4

Li2 MgBr4 /LiMnO 2

Li2 MgBr4 /LiNiO 2

Li2 MgBr4 /LiTiS 2

Li2 MgBr4 /LiVS 2

Li2 MgBr4 /Li 2 S
LiAlBr 4 /LiCoO 2

LiAlBr4 /LiFePO 4

LiAlBr 4 /LiMnO 2

LiAlBr 4 /LiNiO 2

LiAlBr4 /LiTiS 2

LiAlBr4 /LiVS 2

LiAlBr 4 /Li 2 S

Li 2 ZnBr4 /LiCoO 2

Li2 ZnBr4 /LiFePO 4

Li 2 ZnBr4 /LiMnO 2

Li2 ZnBr4 /LiNiO 2

Li2 ZnBr4 /LiTiS 2

Li2 ZnBr4 /LiVS 2

Li2 ZnBr4 /Li 2S

Li 2MgBr 4 -+ MgBr2 + 2 Br

none

none

none

none

none

none
none

none

none

none

none

none

none

Li2 ZnBr 4 -* ZnBr2 + 2 Br

none

none

none

Li 2 ZnBr4 -4 Zn + 4 LiBr

none

none

2 LiCoO 2 + Li2MgBr 4 -+ 4 Br +
Mg(CoO 2 )2

2 LiFePO 4 + 3 Li 2 MgBr4 -+

Mg3 (PO4 ) 2 + 4 LiBr + 2 LiFeBr4
2 LiMnO 2 + 2 Li2 MgBr4 -+

6 LiBr + Mg2 MnO4 + MnBr2
2 LiNiO 2 + 2 Li2 MgBr4 -+

8 LiBr + NiO + Mg 2 NiO3
2 LiTiS2 + Li2 MgBr4 -+ MgS +

4 LiBr + Ti2S3
3 LiVS2 + 2 Li2 MgBr4 -+ 8 LiBr +

V3 S4 + 2 MgS
Li2 S + Li2 MgBr 4 -+ MgS + 4 LiBr

2 LiCoO 2 + 2 LiAlBr4 -+

AL2 CoO 4 + 5 Br + CoBr3
LiFePO 4 + LiAlBr 4 -+ AIPO 4 +

LiFeBr4
3 LiMnO 2 + 4 LiAlBr4 -+

2 A1203 + 10 LiBr + 3 MnBr 2
4 LiNiO 2 + 5 LiAlBr4 -4

12 LiBr + LiA15 O8 + 4 NiBr2
2 LiTiS2 + LiAlBr 4 -4 4 LiBr +

2 TiS + LiA1S 2
3 LiVS 2 + LiAlBr 4 -- 4 LiBr +

V3 S4 + LiA1S 2
2 Li2 S + LiAlBr 4 -+ 4 LiBr +

LiAS 2
100 LiCoO 2 + 5 Li2 ZnBr4 -

27 C030 4 + Zn5 Co1 903 2 +
20 LiBrO 3

LiFePO 4 + 2 Li2 ZnBr4 -+

2 ZnBr2 + Li3 PO 4 + LiFeBr4
6 LiMnO 2 + Li2 ZnBr 4 -4

Li2Mn3 ZnO8 + 4 LiBr + Mn3 04
LiNiO2 + Li2 ZnBr 4 -+ NiO +

4 LiBr + ZnO

LiTiS2 + Li2 ZnBr 4 -+ TiS +
4 LiBr + ZnS

3 LiVS 2 + 2 Li2 ZnBr4 -+ V3 S4 +
8 LiBr + 2 ZnS

Li2 S + Li2 ZnBr 4 -4 4 LiBr + ZnS
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Li2 MnBr4 /LiCoO 2
Li2 MnBr4 /LiFePO 4

Li2 MnBr4 /LiMnO 2

Li2MnBr 4 /LiNiO 2

Li2 MnBr4 /LiTiS 2

Li2 MnBr4 /LiVS 2

Li2 MnBr4 /Li 2 S
Li3 InBr6 /LiCoO 2

Li3InBr 6/LiFePO 4

Li3InBr6/LiMnO 2

Li3 InBr6 /LiNiO 2

Li3InBr6/LiTiS 2
Li3InBr6/LiVS 2

Li3 InBr6/Li 2S

Li2 MnBr4 -+ MnBr 4
none

none

none

none

none

none
Li3 InBr6 -+ InBr 3 + 3 Br

none

none

none

LislnBr6
Li3 InBr6

- In + 6 LiBr
-4 6 LiBr + In

none

Li2 MnBr 4 -4 MnBr4
LiFePO 4 + 2 Li2 MnBr4 -+

LiFeBr4 + 2 MnBr2 + Li3 PO4

2 LiMnO 2 + Li2 MnBr4 -

Mn3 04 + 4 LiBr
7 LiNiO 2 + 3 Li2 MnBr4 4

6 NiO + Li2Mn3NiO 8 + 12 LiBr
2 LiTiS2 + 2 Li2MnBr4 -+ Ti2S 3 +

8 LiBr + Mn2 S
3 LiVS 2 + 2 Li2 MnBr4 -

2 MnS + 8 LiBr + V 3S4
Li2 S + Li2MnBr 4 -+ MnS + 4 LiBr

27 LiCoO 2 + 2 Li3InBr6 -*

6 LiBrO 3 + 2 InBr3 + 9 C0304
3 LiFePO4 + 4 Li3InBr6 ->

3 LiFeBr4 + 3 Li3 PO4 + 4 InBr3
3 LiMnO 2 + 2 Li3InBr6 -+

2 InBrO + 10 LiBr + Mn3 04
3 LiNiO 2 + 2 Li3InBr6 -+ In2 0 3 +

12 LiBr + 3 NiO
Li3 InBr6 -+ In + 6 LiBr

3 LiVS 2 + Li3InBr6 -+ V3S4 +
6 LiBr + LiInS2

2 Li2 S + Li3 InBr6 -4 6 LiBr +
LiInS2
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B.6 Chlorides

LiCI Li2MgCI4 LiZnCI, LiAICI4 Li2CdCI 4

--. - -

---. --- -........

0.0

-- 0.1
E
0

-0.2

-0.3
0
U
(U
W)

Figure B-6: Reaction energies for the interfaces of chloride electrolytes. Calculations

performed at AU corresponding to the average cathode voltage. Energies are given both for the

energy of the lithium extraction only (no mixing) and for energy of cathode/electrolyte mixing

open to lithium, following the procedure of figure 5-5.
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Table B.8: Decomposition reactions of chloride electrolytes. Predicted decomposition reac-
tions for the chloride electrolytes of figure B-6 at cathode chemical potentials and mixing reactions
with the cathode.

cathode/electrolyte reaction at cathode voltage reaction with mixing
LiCl/LiCoO 2  none 3 LiCoO 2 + 14 LiCl -4

3 LiCoCl 4 + 2 LiClO 3
LiCl/LiFePO 4  none 2 LiFePO 4 + LiCl -+ Fe 2PClO4 +

Li3 PO4
LiCl/LiMnO 2  none 29 LiMnO 2 + 3 LiCl -

3 Li5Mn 7O 16 + Mn8 C1 30 10
LiCl/LiNiO 2  none 3 LiNiO 2 + LiCl -+ 3 NiO +

LiClO 3
LiCl/LiTiS2  none none
LiCl/LiVS 2  none none

LiCl/Li2 S none none
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Li2 MgCl4 /LiCoO 2

Li2 MgCl4 /LiFePO 4

Li 2 MgCl4 /LiMnO 2

Li2 MgCl4 /LiNiO 2

Li2 MgCl4 /LiTiS 2

Li 2 MgCl4 /LiVS 2

Li2 MgCl4 /Li 2 S
Li2 ZnC14 /LiCoO 2

Li 2 ZnC 4 /LiFePO 4

Li2 ZnC 4 /LiMnO 2

Li2 ZnC14 /LiNiO 2

Li2 ZnC14 /LiTiS 2

Li2 ZnC14 /LiVS 2

Li2 ZnC14 /Li 2 S
LiA1CL4/LiCoO 2

LiA1C14 /LiFePO 4

LiALC14/LiMnO 2

LiA1CL4 /LiNiO 2

LiA1C14/LiTiS 2

LiA1C14 /LiVS 2

LiA1C14 /Li 2 S

none

Li 2 ZnCI4 - Zn + 4 LiCi

none

none
none

none

none

none

none

none

none

none

none

none

none

none

none

none
none

none

none
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20 LiCoO 2 + 7 Li2 MgCl 4 -+

7 Mg(CoO 2 ) 2 + 6 LiCoCl 4 +
4 LiCLO 3

2 LiFePO 4 + 3 Li2 MgCl4 -
8 LiCi + 2 FeC1 2 + Mg3 (PO4 ) 2

11 LiMnO 2 + 10 Li2 MgCl4 -

32 LiCi + 5 Mg2MnO 4 +
2 Mn3C40

2 LiNiO 2 + 2 Li2 MgCl4 -

Mg2 NiO 3 + NiO + 8 LiCi
2 LiTiS 2 + Li2 MgC1 4 - 4 LiCi +

MgS + Ti2 S3

3 LiVS 2 + 2 Li2 MgCl4 -- V3S4 +
8 LiCi + 2 MgS

Li 2 S + Li2 MgCl4 -+ MgS + 4 LiCl
20 LiCoO 2 + 7 Li2 ZnC 4 -4

4 LiC1O 3 + 7 Zn(CoO 2 ) 2 +
6 LiCoC1 4

8 LiFePO 4 + Li2 ZnC 4 -

LiZnPO 4 + 4 Fe2 PCO4 +
3 Li3 PO4

8 LiMnO 2 + 6 Li2ZnC 4 -+

21 LiCl + Mn8 C30 10 + 6 ZnO
LiNiO 2 + Li2 ZnC 4 - 4 LiCi +

NiO + ZnO
LiTiS2 + Li2 ZnC 4 -+ 4 LiCi +

TiS + ZnS
3 LiVS 2 + 2 Li2ZnCL4 -+ V3 S 4 +

8 LiCi + 2 ZnS
Li 2 S + Li2 ZnC 4 -+ 4 LiCi + ZnS

3 LiCoO 2 + 4 LiAC1 4 -*

Li5 CoC1 8 + 2 A1 2 03 + 2 LiCoC1 4
LiFePO 4 + LiALC1 4 -+ 2 LiCl +

FeCL2 + AIPO 4
3 LiMnO 2 + 4 LiAC14 ->

3 LiMnC1 4 + 4 LiCl + 2 A12 0 3
4 LiNiO 2 + 5 LiAC14 - 12 LiCl +

4 NiC12 + LiA1508
4 LiTiS2 + LiAC1 4 -4 2 Ti2 S3 +

4 LiCi + LiALS 2
3 LiVS 2 + LiACL 4 -4 4 LiCi +

V3 S 4 + LiAS 2
2 Li2 S + LiAC14 -+ 4 LiCl +

LiAIS 2



Li2 CdC14 /LiCoO 2

Li2 CdCL4/LiFePO 4

Li2 CdC 4 /LiMnO 2

Li2 CdC14 /LiNiO 2

Li2 CdCL4 /LiTiS 2
Li2 CdC14 /LiVS 2

Li2 CdCL4 /Li 2 S

none

none

none

none

Li 2 CdC 4 -+ Cd + 4 LiCi
Li2 CdC 4 - Cd + 4 LiCi

none

9 LiCoO 2 + Li2 CdC 4 -+ CdC 2 +
3 Co3 04 + 2 LiC1O 3

4 LiFePO 4 + Li 2 CdC 4 -

2 Li3 PO4 + 2 Fe2PClO4 + CdCL2
58 LiMnO 2 + 3 Li2CdC 4 -+

2 Mn8C30 10 + 6 Li5 Mn7 Oi6 +
3 CdCL 2

13 LiNiO 2 + Li2 CdC 4 -

13 NiO + 4 LiC1O 3 + CdO
Li2 CdC 4 -+ Cd + 4 LiCl

3 LiVS 2 + 2 Li2CdC 4 -+ 2 CdS +
8 LiCi + V3 S4

Li2 S + Li2 CdC 4 -+ 4 LiCl + CdS
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B.7 Fluorides

LiF LiYFd LiAIF, LiZrF,

M at LiCoO 2 AM with mixing
M at LiFePO4 PAL M with mixing

M at UMnO 2 pu M with mixing
M at LINiO 2 PL M with mixing

M at LiTIS2 Li M with mixing
M at LiVS2 MA MM with mixing

M at Li2S AN M with mixing

Figure B-7: Reaction energies for the interfaces of fluoride electrolytes. Calculations

performed at AU corresponding to the average cathode voltage. Energies are given both for the

energy of the lithium extraction only (no mixing) and for energy of cathode/electrolyte mixing

open to lithium, following the procedure of figure 5-5.
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Table B.9: Decomposition reactions of fluoride electrolytes. Predicted decomposition reac-
tions for the fluoride electrolytes of figure B-7 at cathode chemical potentials and mixing reactions
with the cathode.

cathode/electrolyte I reaction at cathode voltage reaction with mixing
LiF/LiCoO 2

LiF/LiFePO 4
LiF/LiMnO 2
LiF/LiNiO 2
LiF/LiTiS 2
LiF/LiVS 2
LiF/Li2S

LiYF4 /LiCoO 2
LiYF 4 /LiFePO 4
LiYF4 /LiMnO 2
LiYF4 /LiNiO 2

LiYF 4 /LiTiS 2
LiYF4 /LiVS 2
LiYF4/Li 2 S

Li3AlF6/LiCoO 2

Li3AlF6/LiFePO 4
Li3AlF 6/LiMnO 2

Li3AlF6/LiNiO 2

Li3AlF6 /LiTiS 2
Li3AlF 6/LiVS 2
Li3AlF6/Li 2S

Li2ZrF6/LiCoO 2

Li2ZrF6/LiFePO 4

Li2 ZrF6 /LiMnO 2

Li2ZrF6/LiNiO 2

Li2ZrF6/LiTiS 2

Li2 ZrF6 /LiVS 2
Li2 ZrF 6 /Li 2 S

none
none
none
none
none
none
none
none
none
none
none

none
none
none
none

none
none

none

none
none
none
none

none

none

none

none

none
none

none
none
none
none
none
none
none
none
none
none

3 LiNiO 2 + 2 LiYF4 -4 Y2 0 3 + 3 NiO +
8 LiF
none
none
none

12 LiCoO 2 + 5 Li3 AlF6 -+ LiAl5O8 +
30 LiF + 4 C0304

none
12 LiMnO 2 + 5 Li3 AlF6 -÷ 4 Mn 304 +

LiAl5O8 + 30 LiF
2 LiNiO 2 + Li3AlF6 -+ LiAlO 2 + 6 LiF +

2 NiO
none
none

4 Li2S + Li3AlF6 -+ Li5AlS 4 + 6 LiF
3 LiCoO 2 + Li2 ZrF6 - 6 LiF + C0304 +

ZrO 2
9 LiFePO 4 + 2 Li2ZrF6 -+ 3 Fe3(PO 4 ) 2 +

12 LiF + LiZr 2 (PO 4 )3
3 LiMnO 2 + Li2 ZrF6 -+ 6 LiF + ZrO 2 +

Mn3 04
2 LiNiO 2 + Li2 ZrF6 -+ 2 NiO + ZrO 2 +

6 LiF
4 LiTiS 2 + Li2 ZrF6 -+ ZrS 2 + 2 Ti 2S 3 +

6 LiF
3 LiVS 2 + Li2 ZrF6 -+ 6 LiF + V3S 4 + ZrS 2

3 Li2 S + Li2 ZrF6 -+ Li2 ZrS3 + 6 LiF
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