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also been experimentally verified.[1,7] This 
is in line with the general strategy to uti-
lize Li-excess chemistries to achieve higher 
energy densities.[13–15] However, Li-excess 
materials often suffer from structural 
instabilities that give rise to phase tran-
sitions and degradation upon repeated 
cycling.[16–19] As a possible remedy, cation 
disorder was found to enhance the struc-
tural stability upon Li extraction, which 
makes it possible to achieve high reversible 
capacities and reduces the overall volume 
change with varying lithium content.[1] 
Minimizing volume fluctuations is ben-
eficial for all electrodes, but is especially 
important for solid-state batteries in order 
to prevent fracturing of the solid/solid 
electrode/electrolyte interfaces,[20,21] and as 
such cation-disordered electrodes are par-
ticularly attractive for all-solid batteries.

The stringent electronic structure 
requirements on TM ions in structures 

that need to remain well layered[22,23] have limited the active 
chemistry of cathode oxides to just a few elements such as Co 
and Ni. On the other hand, the composition space for potential 
cation-disordered oxides is vast, as TM mobility is not a con-
straint. Indeed, many of the new disordered cathodes contain 
elements such as Cr, Mo, Ti, and Nb, which were usually not 
used in well-ordered cathodes. Because of this, identifying the 
compositions of new cation-disordered oxides is a critical bot-
tleneck for the discovery of improved disordered cathode mate-
rials. One successful strategy for the rational design of new 
cation-disordered Li-excess cathode materials has been to intro-
duce excess Li into known stoichiometric disordered composi-
tions, such as LiTi0.5Ni0.5O2

[8,24,25] and LiTi0.5Fe0.5O2.[7,26,27] This 
approach is, however, limited by the small number of presently 
known cation-disordered Li-TM oxides. While it is in some 
cases possible to impose cation disorder to otherwise ordered 
crystal structures by means of mechanochemical synthesis 
routes,[28] a complete library of materials that potentially form 
in the disordered rocksalt structure would accelerate the devel-
opment of cation-disordered cathode materials.

With this motivation in mind, the objective of the present 
work is to introduce a straightforward methodology for the 
computational prediction of new disordered rocksalts and to 
demonstrate its practicality by identifying and synthesizing a 
novel cation-disordered oxide. In the following Section 2 the 
computational methods, synthesis procedures, and characteri-
zation techniques are outlined. This is followed by a report of 

Cation-disordered lithium-excess metal oxides have recently emerged as 
a promising new class of high-energy-density cathode materials for Li-ion 
batteries, but the exploration of disordered materials has been hampered by 
their vast and unexplored composition space. This study proposes a prac-
tical methodology for the identification of stable cation-disordered rocksalts. 
Here, it is established that the efficient method, which makes use of special 
quasirandom structures, correctly predicts cation-ordering strengths in agree-
ment with accurate Monte-Carlo simulations and experimental observations. 
By applying the approach to the composition space of ternary oxides with 
formula unit LiA0.5B0.5O2 (A, B: transition metals), this study discovers a pre-
viously unknown cation-disordered structure, LiCo0.5Zr0.5O2, that may func-
tion as the basis for a new class of cation-disordered cathode materials. This 
computational prediction is confirmed experimentally by solid-state synthesis 
and subsequent characterization by powder X-ray diffraction demonstrating 
the potential of the computational screening of large composition spaces for 
accelerating materials discovery.

1. Introduction

On the search for improved lithium-ion battery materials 
with greater energy density, cation-disordered lithium-excess 
transition-metal oxides have recently emerged as a promising 
new materials class for high-capacity cathodes.[1–9] In contrast 
to conventional well-ordered transition-metal-based cathode 
materials, such as layered LiCoO2

[10] or LiMn2O4 spinels,[11] 
these new materials form in the disordered rocksalt structure 
such that lithium (Li) and transition-metal (TM) cations share 
the same sublattice. Percolation theory predicts[1,12] that a nec-
essary prerequisite for Li transport in cation-disordered oxides 
is an excess of Li over TM of at least 10%, a concept which has 
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the computational analyses in Section 3. After discussing the 
computational observations in Section 4, one of the predic-
tions is experimentally verified in Section 5 by synthesis and 
characterization.

2. Methods

2.1. Density-Functional Theory Calculations

Electronic density-functional theory (DFT)[29,30] provides a 
reliable standard for the evaluation of structural energies. All 
reported DFT calculations are based on the gradient corrected 
functional by Perdew et al.[31,32] within the projector-augmented 
wave approach[33] as implemented in the Vienna Ab-Initio 
Simulation Package.[34,35] The rotationally averaged Hubbard U 
correction[36,37] (DFT+U) was used to correct the self-interaction 
error in oxides containing the species Ag, Co, Cr, Cu, Fe, Mn, 
Mo, Nb, Ni, and V. The values of the U parameters, which are 
essentially taken from reference,[38] are given in Table S1 in the 
Supporting Information. DFT energies and atomic forces were 
generally converged to 0.05 meV per atom and 50 meV Å−1. 
Gamma-centered k-point meshes with a density of 1000 divided 
by the number of atoms were used for Brillouin-zone integra-
tion, and the cutoff for the plane-wave expansion of the wave 
functions was 520 eV.[39]

2.2. Monte-Carlo Simulations

The rocksalt structure is the combination of two face-centered 
cubic (FCC) sublattices, which are in the case of lithium metal 
oxides occupied by oxygen and the cations (Li, TM), respec-
tively. Since the oxygen sublattice is independent of the cation 
ordering, the configurational space of rocksalt-type oxides can 
be reduced to the cation (FCC) sublattice.[12]

To enable a thorough sampling of cation distributions, 
we mapped the configurational energy onto a cluster-expan-
sion (CE) lattice model[40–42] as implemented in the Clusters 
Approach to Statistical Mechanics (CASM) software.[43–46] In the 
CE approach, the configurational energy is expanded in effec-
tive cluster interactions (ECIs), Jα, that correspond to different 
combinations (clusters) of sites Cα. The configurational energy 
E can then expressed as 

∑ ∏∑ σ= + Π Π =α
α

α α
σα ∈∈ αα

with
1

,0

sitesclusters

E E J
N

i

CC i  
(1)

where E0 is a constant energy term, the products over site occu-
pancies Πα for each class of clusters α are the cluster correla-
tions, and N is the size of the supercell in terms of multiples of 
the primitive FCC unit cell.

We followed the convention of the Ising model, representing 
the site occupation by a symmetric pseudo spin variable so that 
σi ∈ {−1,+1} for the binary oxides (LiAO2) and σi ∈ {−1,0,+1} 
for the ternary oxides (LiA0.5B0.5O2). With this convention, 
all cluster correlations are exactly equal to zero for a random 
cation distribution in the binary LiAO2 oxides, and hence the 
energy of the random state is given by Erandom = E0. There is 

no such simple relationship for the ternary LiA0.5B0.5O2 oxides, 
so that the energy of the random state was obtained by direct 
evaluation of size-converged random configurations.

Each CE Hamiltonian was fitted to the DFT energies of the 
optimized geometries of about 100 configurations generated 
by a systematic structure enumeration.[47–49] The resulting 
cross-validation scores of the lattice models are between 9 and 
24 meV per cation (see Table S2 and Figure S1 in the Sup-
porting Information). The compressive sensing paradigm was 
used to fit the system-specific ECIs.[50]

2.3. Special Quasirandom Structures

Special quasirandom structures (SQSs) are structures with small 
periodic unit whose atomic distributions are chosen such that 
the cluster correlations Πα of Equation (1) approach the expected 
value in a random atomic arrangement as closely as possible 
for a given structure size.[51] In the alloy community, SQSs have 
been, for example, successfully used to evaluate mixing enthal-
pies[52] and to model the electronic structure of random alloys.[53]

To model the random state of the LiAO2 composition, we 
use an SQS originally constructed for the investigation of solid 
solution energies in disordered FCC alloys.[54] This SQS is 
appropriate for the description of the FCC cation sublattice in 
rocksalt-type oxides when oxygen sites are added. Although the 
SQS only contains 16 cation sites, it reproduces the energies 
of the random state, as obtained from CE Hamiltonians, with 
a remarkable accuracy that is of the same order of magnitude 
as the cross-validation scores of the CE fits (see Figure S3 in 
the Supporting Information). For the LiA0.5B0.5O2 composition, 
we employed an SQS with 32 cation sites that was originally 
constructed by Shin et al. for the investigation of ternary FCC 
alloy solution phases[52] and also provides excellent estimates of 
the random state energy (Figure S3, Supporting Information).

Note that SQSs for other compositions can be efficiently con-
structed by optimizing the cluster correlations for a given struc-
ture size, for example using simulated annealing.[55]

3. Results

While our objective is to develop a computationally efficient 
approach for the prediction of cation disorder, we first seek to 
establish accurate estimates of the cation-ordering strengths 
before motivating an approximate methodology. In the fol-
lowing Section 3.1, we therefore introduce the temperature 
of the configurational order–disorder (OD) phase transition, 
which can be obtained through direct Monte-Carlo (MC) simu-
lations, as a measure of the intrinsic cation-ordering strength. 
In Section 3.2, we subsequently propose a computationally less 
demanding scheme that can provide equivalent information.

3.1. Estimating the Cation-Ordering Strength Based on the 
Configurational Order–Disorder Transition

Whether a lithium metal oxide forms in an ordered, cation-seg-
regated structure or in the cation-disordered rocksalt structure 
is determined by the thermodynamically most stable phase at 
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synthesis conditions (e.g., depending on the synthesis tempera-
ture). In the case of a weakly ordered material, the synthesis 
temperature may exceed the temperature of the OD transi-
tion, so that the disordered phase is entropy-stabilized over the 
ordered low-temperature ground state during the synthesis. 
Hence, the OD transition temperature can be understood as a 
measure of the intrinsic cation-ordering strength in a material.

In experiments, the OD transition in Li-TM oxides can only 
be observed if it occurs below the melting or decomposition 
temperatures. As a consequence, the cation-ordering strength 
can experimentally only be obtained for weakly ordered mate-
rials. In computer simulations, on the other hand, it is possible 
to prevent the material from undergoing melting or decompo-
sition so that estimates of the OD transition temperature may 
be obtained even where this phase transition is experimentally 
inaccessible. Note, however, that such effective temperatures 
of hypothetical OD transitions do not have any counterpart in 
real life and may only serve as a proxy for the cation-ordering 
strength. As such, reported values for OD transition tempera-
tures are nonphysical in most cases, and thus not possible to 
observe or reproduce experimentally.

Using the CE lattice models described in Section 2.2, we car-
ried out direct MC simulations of the OD phase transitions in 
the stoichiometric lithium oxides of first-row transition metals. 
Note that the lattice models do not account for vibrational and 
electronic degrees of freedom, so that these contributions to the 
entropy are not included in our simulations. While this approx-
imation may give rise to an error in the absolute OD transi-
tion temperatures, the relative ranking of the cation-ordering 
strengths can be expected to be dominated by the configura-
tional contributions to the entropy, so the ordinal ranking will 
not be influenced.

All MC simulations were initialized in the ordered LiAO2 (A 
= transition metal) ground state which was then heated from 
100 K until above the OD phase transition followed by cooling 
to 100 K to record potential hysteresis. The cation-ordered 

structure of most Li-TM oxides is either the layered α–NaFeO2 
structure shown in Figure 1a (LiVO2, LiCrO2, LiCoO2, LiNiO2, 
LiCuO2) or the γ–LiFeO2 structure shown in Figure 1b 
(LiScO2, LiFeO2).[56] The ordered ground state of LiMnO2 is 
orthorhombic,[56] and no cation-ordered phase is known for 
LiTiO2 as prepared via solid-state synthesis routes. All known 
ordered ground state phases are correctly reproduced by our 
computational structure enumeration and by the CE models. In 
addition, DFT calculations predict the γ–LiFeO2 structure to be 
the most stable LiTiO2 phase at 0 K.

To illustrate the MC procedure, the internal energy and spe-
cific heat during MC simulations of LiCrO2 and LiNiO2 are 
shown in Figure 2. An equivalent visualization of the energies 
during the MC simulations of the other oxides can be found 
in Figure S2 in the Supporting Information. As indicated in 
Figure 2, the OD phase transition gives rise to an inflection 
point (second-order transition) or discontinuity (first order tran-
sition) in the internal energy and a peak in the specific heat.

The zero-point of the energy axis of Figure 2a corresponds 
to the energy of a random cation distribution, which is, as 
discussed in Section 2.2, given by the constant E0 term of the 
CE models. As seen in the figure, the energy of the cation-
disordered phase is significantly lower than the energy of the 
random state. This stabilization can be attributed to system-
specific short-range ordering that is still present in the cation-
disordered phase.

The obtained cation-ordering strengths for LiAO2 with 
A = Sc, Ti, V, Cr, Mn, Fe, Co, Ni, and Cu in terms of effective 
DO transition temperatures Tc are listed in Table 1.

3.2. Rapid Disordering Estimates Based on Special 
Quasirandom Structures

The direct MC simulation approach of the previous sec-
tion is useful as an accurate baseline for the prediction of the 
cation-ordering strength, but the methodology is too involved 
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Figure 1. Atomic orderings in cation layers of the two most common LiAO2 ground state configurations: a) the layered (α–NaFeO2) structure and 
b) the γ–LiFeO2 structure. Panels c) and d) show the two related prototypes for the LiA0.5B0.5O2 compositions. A cation layer within the rocksalt structure 
is highlighted in the structure model on the left.
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for the systematic screening of larger composition spaces. The 
construction of higher-order lattice models for Li-TM oxides 
with two or more different TM species is time consuming 
and computationally demanding. Hence, a more approximate 
approach for estimating the cation-ordering strength is required 
for practical purposes.

An intuitive quantity that is related to the stability of the 
ordered ground state of a material is the energy difference 
between the disordered state and the ordered state. Based on 
our insight from the Li-TM oxides of the previous section, 
the energy of the ordered ground state of any LiAO2 is either 
the layered α–NaFeO2 structure, the γ–LiFeO2 structure, or 
the orthorhombic LiMnO2 structure. Hence, the evaluation of 
the ground state energy requires only three DFT calculations 
of structures with small periodic units. However, there is no 
obvious way to estimate the energy of the cation-disordered 
phase including its stabilization due to short-range ordering 
without the MC sampling of the previous section.

The energy of a random cation distribution can, on the other 
hand, be estimated with good accuracy using SQSs as described 

in Section 2.3. The SQS from reference [54] reproduces the 
energy of the random LiAO2 state with an accuracy that is com-
parable to the error in the CE models of the previous section 
(see Figure S3 in the Supporting Information).

As seen in Figure 3, the energy difference between the SQS 
and the ordered ground state correlates linearly with the crit-
ical temperature of the OD transition for the LiAO2 of the pre-
vious section. The remaining uncertainty in the ranking of the 
ordering strength is of the same order of magnitude as the 
errors in the CE lattice models, and as such the predictive power 
of the SQS estimate is comparable to the results of the MC sim-
ulations while being computationally far less demanding.

3.3. Screening of the LiA0.5B0.5O2 Composition Space

Having arrived at a computationally efficient methodology to 
predict the cation-ordering strength in Li-TM oxides, we pro-
ceed to apply the method to the ternary composition space of 
mixed LiAO2–LiBO2 oxides (A, B = first and second row TMs) 
to identify those LiA0.5B0.5O2 that are most likely to form as 
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Figure 2. a) Energy and b) specific heat during Monte-Carlo simulations using cluster-expansion models of LiCrO2 (solid orange line) and LiNiO2 
(dashed blue line). The phase transitions from the order ground states (layered) to the cation-disordered state (DO) are indicated by vertical dashed 
lines. The amount of stabilization due to short-range ordering is shown as arrows. The energy of a random cation distribution (E0) is the zero-point 
for the energy.

Table 1. Cation-ordering strengths for different lithium transition-metal 
oxides in effective temperature units as obtained from Monte-Carlo 
heating and cooling simulations. The initial ordered ground state phases 
are given in terms of their prototypes. Free-energy integration was 
performed to remove the hysteresis between heating and cooling for 
LiScO2, LiMnO2, LiFeO2, and LiCuO2.

 Ordered Phase Tc [K]

LiScO2 γ–LiFeO2
a) 1665c)

LiTiO2 γ–LiFeO2
b) 805

LiVO2 α–NaFeO2
a) 1775

LiCrO2 α–NaFeO2
a) 2385

LiMnO2 Orthorhombica) 1370c)

LiFeO2 γ–LiFeO2
a) 2265c)

LiCoO2 α–NaFeO2
a) 6415

LiNiO2 α–NaFeO2
a) 1305

LiCuO2 α–NaFeO2
a) 2770c)

a)From ref. [56]; b)From this work; c)From free-energy integration.
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Figure 3. Correlation of the energy difference between the ordered ground 
state and the cation disordered phase as modeled by SQS with the tem-
perature of the order–disorder phase transition in different lithium tran-
sition-metal oxides. The orange trend line is a linear fit to the data points. 
LiCoO2 is omitted for clarity, as its phase transition occurs above 6000 K.
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disordered rocksalts. For this screening, we 
employed the SQS of reference [52] as dis-
cussed in Section 2.3.

To estimate the energy of the ordered 
LiA0.5B0.5O2 ground state, we determined 
the lowest-energy cation orderings of 
LiMn0.5Ni0.5O2, a prototypical ternary lay-
ered oxide, and LiNi0.5Ti0.5O2 which forms 
as disordered rocksalt, by structure enu-
meration up to cell sizes with 8 cations. 
The ground-state orderings determined in 
this fashion are shown in Figure 1c,d. The 
most stable LiMn0.5Ni0.5O2 configuration 
(Figure 1c) can be derived from the layered 
α–NaFeO2 structure by substituting Mn for 
half of the Ni in LiNiO2. Similarly, the most 
stable LiNi0.5Ti0.5O2 ordering (Figure 1d) is 
related to the γ–LiFeO2 structure and can 
be constructed by replacing half of the Ti 
in LiTiO2 with Ni. Note that, in the case of 
LiMn0.5Ni0.5O2, a more complex ×2 3 2 3a a  
ordering with a periodicity that exceeds the 
cell size considered in the present work 
was previously found to be slightly lower in 
energy (by 0.5 meV per formula unit) than 
the zig-zag ordering of Figure 1c.[57] Hence, 
we cannot guarantee that the ordered ground 
state of every LiA0.5B0.5O2 is among these two 
configurations. It can be expected, however, 
that based on the analogy with the binary 
LiAO2 ground states the ternary ground state 
energy is close to the energy of the more 
stable one of these two prototypes.

The predicted cation-ordering strengths 
for 136 different LiA0.5B0.5O2 based on the energy difference 
between the SQS and the ground state estimate are visualized 
in Figure 4. In the figure, every TM combination is represented 
by a circle, and the radius of the circle indicates the cation-dis-
ordering strength such that the radius is smallest for the mate-
rial with the strongest cation ordering and largest for the mate-
rial that is most likely to be cation disordered. In addition to 
the cation-ordering strength, the color of each circle in Figure 
4 encodes the mixing enthalpy with respect to oxides with TM 
oxidation states between 2 and 4 
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as a proxy for the stability of the ternary oxide. Generally, the 
formation energy of ternary oxides can be reliably predicted 
from binary oxides within DFT+U.[58] For those LiA0.5B0.5O2 
that are predicted to decompose, the cation-ordering strength 
is evaluated with respect to the decomposition products, i.e., 
the energy difference between the SQS and the energy of the 
decomposition products is considered. Note that the free energy 

of an ideal solid solution of the two end member phases is sta-
bilized by the mixing entropy on the cation sublattice 

( )= − + =ln ln ln 2,mix B A A B B BS k x x x x k  (3)

where xA and xB are the concentrations of species A and B 
(both 0.5), and kB is Boltzmann’s constant. We consider all 
materials with a positive mixing enthalpy greater than 1000 °C· 
Smix ≈ 75 meV per cation to be thermodynamically inaccessible 
during solid state synthesis, and those TM combinations are 
colored black in Figure 4.

4. Discussion of the Computational Results

In the previous sections, we conceived a rapid computational 
methodology for the identification of cation-disordered Li-TM 
oxide compositions and demonstrated that the relative cation-
ordering strength predicted by the approach agrees well with 
direct MC simulations of the OD transition. Apart from this 
computational consistency, the predicted trends in the ordering 
strength of binary Li-TM oxides (LiAO2) are also in agreement 
with experimental observations: Layered LiCoO2, the material 
with the greatest predicted cation-ordering strength, is known 
to be highly stable,[28,59] whereas LiTiO2 forms in the disordered 
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Figure 4. Screening results for the LiA0.5B0.5O2 composition space. Each combination AB of 
transition metals is represented by a circle. The color of the circle visualizes the predicted sta-
bility in terms of the estimated mixing enthalpy (bright green: more stable; dark: less stable), 
and the size of the circle indicates the tendency to disorder (small circle: strongly ordered; large 
circle: likely disordered).
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rocksalt phase in solid-state synthesis,[56] in agreement with the 
predicted weak cation ordering. In the case of layered LiNiO2, 
which has the second lowest predicted ordering strength, cation 
mixing between the Li and Ni layers is a well-known phenom-
enon[60] and mechanochemical cation disordering has been 
reported to be facile.[28]

Further confirmation for the computational cation-ordering 
strength comes from the results for the ternary LiA0.5B0.5O2 
oxides: The computational screening reliably identified the 
cation-disordered materials based on Ti oxides (general for-
mula LiTixB1-xO2; highlighted with a black rectangle in 
Figure 4).[7,8,24–27,61] Note that the known disordered Nb 
oxides[5,6,62] are based on Li3NbO4 (i.e., Nb5+) and are therefore 
not included in our screening, as the LiNb0.5B0.5O2 calculations 
converged to Nb4+ (with the exception of LiNb0.5Ag0.5O2).

One apparent discrepancy between the computational pre-
dictions and experiment is the cation-ordering strength in 
LiFeO2. While the γ–LiFeO2 structure is the most stable ordered 
LiFeO2 phase, LiFeO2 has been reported to form as disordered 
rocksalt in solid state synthesis.[56,63] Based on this observation, 
one would expect the cation-ordering strength in LiFeO2 to be 
smaller than predicted by our computations. However, the tem-
perature for reduction of Fe(III) oxide to Fe(II) oxide is low in 
comparison to the oxides of the other transition metals,[64] so 
that it is likely that some Fe(II) oxide is formed at synthesis 
conditions. Such side reactions and the resulting increase in 
configurational entropy are not captured by our simulations 
and may explain the observed disagreement.

We also note that Zr does not occur in oxidation state 3, so 
that LiZrO2 is merely a hypothetical composition.

In addition to reproducing known materials, the results from 
the previous section also predict entirely new disordered rock-
salts. As seen in Figure 4, among the materials predicted to 
exhibit the weakest cation ordering are several Rh and Ag con-
taining oxides, such as LiAg0.5Ti0.5O2 and LiRh0.5Zr0.5O2. Owing 
to the low earth abundance of these two transition metals and 
to their lack of utilizable redox activity, these materials are of 
low interest for battery applications. However, the screening 
results also identify several other weakly ordered materials 
based on Zr oxides that are more attractive as cathode mate-
rials (highlighted with red dashed rectangles in Figure 4). In 
particular, LiZr0.5B0.5O2 with B = Mn, Fe, and Co are appealing 
because of the accessible TM redox couples. We will investigate 
one of the Zr-based oxides, LiZr0.5Co0.5O2, in more detail in the 
following section 5.

A common assumption during synthesis planning is that 
atomic species with very different ionic radii are likely to segre-
gate, whereas mixing on a common sublattice can be expected 
for ions with similar radii. Based on the LiA0.5B0.5O2 data from 
the previous section, we can now assess the reliability of this 
simple heuristic. Note that the ionic radius depends on the oxi-
dation state, and in principle the TM valence has to be guessed 
based on chemical intuition if no electronic structure calcula-
tion is performed. Here, we can deduce the valence state of 
each TM ion from its atomic magnetization, i.e., the integrated 
spin density around individual atoms. Indeed, in the case of the 
Zr oxides, the Shannon radii of the transition metal ions are 
similar to each other (Zr4+: 72 pm, Cr2+: 73 pm, Co2+: 75 pm) 
and to the ionic radius of Li+ (76 pm).[65] However, this simple 

relationship is not always obeyed. For example, LiTi0.5Zr0.5O2 
is predicted to be likely disordered, but Ti2+ and Zr4+ are with 
86 and 72 pm significantly different. In LiNb0.5Ag0.5O2, which 
is predicted to be among the least strongly ordered materials, 
the ionic radii of the transition metals (115 pm for Ag1+ and 
64 pm for Nb5+) are also very different. These examples show 
that the ionic radius heuristic alone is not generally sufficient to 
predict cation disorder and the stability of mixed phases.

We note, though, that the stability of compositions containing 
TMs that favor oxidation states other than 2, 3, and 4 may be 
overestimated in Figure 4, as only these oxidation states are con-
sidered by the mixing enthalpy as defined in Equation (2).

Finally, we note that the present methodology does not cover 
oxides that only disorder upon lithium extraction, such as Li-
excess Mo-Cr oxide.[1] However, such materials could be dis-
covered by extending the screening to delithiated (A0.5B0.5O2) 
compositions.

5. Experimental Verification: Cation-Disordered 
LiCo0.5Zr0.5O2

To further confirm the computational methodology, we selected 
one promising composition for a deeper investigation. Out 
of the Zr-based materials (red dashed frames in Figure 4), 
the cation-ordering strength is predicted to be smallest in 
LiZr0.5B0.5O2 with B = Ti, Fe, and Co. LiZr0.5Co0.5O2 is particu-
larly attractive for battery applications because of the Co2+/4+ 
double redox that would in principle enable TM-redox limited 
capacities of up to 1 Li per formula unit. Using the Materials 
Project database[39,66–68] we determined that LiZr0.5Co0.5O2 is 
unstable by 32 meV per cation with respect to decomposition 
into CoO and Li2ZrO3 (in agreement with the mixing enthalpy 
of Equation (2)), which is well below the expected stabilization 
due to the mixing entropy, Equation (3), at synthesis tempera-
tures. As a final computational check, we carried out MC simu-
lations based on a full ternary cluster expansion Hamiltonian 
for LiCo0.5Zr0.5O2, an undertaking that is time consuming and 
computationally demanding so that it would not be feasible 
for a large number of compositions. The simulations confirm 
that the OD transition occurs at a similar temperature as in 
LiNi0.5Ti0.5O2, which is cation disordered as synthesized, and at 
far lower temperature than in the well-ordered LiNi0.5Mn0.5O2 
(see Figure S4 in the Supporting Information).

Having established confidence in our computational pre-
diction, we attempted the actual preparation of the material. 
Using the solid-state synthesis method described in section 7, 
LiCo0.5Zr0.5O2 with the rocksalt crystal structure was synthe-
sized to 94.2% purity according to Rietveld refinement. The 
X-ray diffraction (XRD) spectrum for the as-synthesized sample 
is shown in Figure 5. The structure of rocksalt LiCo0.5Zr0.5O2 
is analogous to CoO (ICSD pattern 04-018-4843)[69,70] and 
was refined to the rocksalt structure. The CoO ICSD pattern 
was modified in Bruker TOPAS to reflect the composition of 
LiCo0.5Zr0.5O2 (with the lattice parameters remaining the same) 
and a modified XRD spectrum was simulated and shown in 
Figure 5 (thick orange line). The main impurity phase present 
is Li2ZrO3 (ICSD pattern 00-041-0324),[69,70] which is one of 
the calculated equilibrium phases at this composition (see the 
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computed phase diagram in Figure S5, Supporting Informa-
tion). If it is assumed that no significant amount of Li, Co, or 
Zr, beyond the 7% Li molar excess, evaporated during synthesis 
and that all phases in the sample are crystalline, an approxi-
mate composition of the rocksalt phase may be extracted. If 
these assumptions are taken to be true and the phase frac-
tion of Li2ZrO3 is taken to be 5.8%, the amount determined by 
Rietveld refinement, the composition of the cation-disordered 
rocksalt phase is approximately Li0.97Co0.55Zr0.48O2. The com-
position as determined by mass spectrometry can be found in 
Table S3 in the Supporting Information.

6. Conclusions and Outlook

Here, we proposed a rapid approach utilizing special quasir-
andom structures for the computational identification of novel 
cation-disordered oxides. We assessed the predictive power of 
the method by comparison to direct MC simulations of the 
configurational OD transition before screening the compo-
sition space of ternary LiA0.5B0.5O2 for previously unknown 
disordered rocksalts. The results of this search (visualized in 
Figure 4) correctly identify known disordered rocksalts and pre-
dict an entirely new class of cation-disordered Zr-based compo-
sitions with the general composition LiZr0.5B0.5O2 (B = Ti, V, 
Mn, Fe, Co). To verify this prediction and as a proof-of-concept, 
we prepared LiCo0.5Zr0.5O2 by solid state synthesis, confirming 
that it forms in the rocksalt structure.

This demonstrates the viability of a computational pre-
screening of large composition spaces to accelerate the dis-
covery of disordered rocksalts for Li-ion battery cathodes, and 
the approach developed in this article will likely enable the 
identification of further cation-disordered oxides by enlarging 
the chemical search space and by considering additional 
compositions.

By introducing lithium excess into cation-disordered 
LiCo0.5Zr0.5O2, the material has the potential to function as 

the basis for high-capacity Li-ion battery cathode materials 
with good structural integrity. Off-stoichiometric compositions 
based on stoichiometric cation-disordered materials typically 
also disorder, as has previously been demonstrated for the Li-
Ni-Ti-O and Li-Ti-Fe-O chemistries.[7,8] In addition, ZrO2 is an 
efficient coating material for cathode particles,[71] which might 
hint at the possibility that Zr4+ oxides form protective surface 
layers upon oxygen loss, a common deterioration phenomenon 
observed in lithium-excess materials.[16–19] The exploration of 
lithium-excess chemistries and their electrochemical properties 
will therefore be the subject of future work.

7. Experimental Section
Solid-State Synthesis: LiCo0.5Zr0.5O2 was synthesized using a standard 

solid-state synthesis method. Stoichiometric amounts of Li2CO3 (7% 
excess, Alfa Aesar, 99.0% min), CoCO3 (Alfa Aesar, 99.5%), and Zr(OH)4 
(Sigma-Aldrich, 97%) were thoroughly mixed in a Retsch PM200 
planetary ball mill at 300 rpm for 4 h. The ball-milled precursor mixture 
was then heated to 900 °C under flow of Argon for 10 h and furnace 
cooled.

Sample Characterization: Phases present in the synthesized samples 
were identified by powder X-ray diffraction (XRD). XRD measurements 
were taken using a Bruker D8 Advance diffractometer (molybdenum Kα, 
λ = 0.7093 Å), Bruker AXS, Germany) flipstick sample changer, scanning 
from 8° to 40° 2θ. Phase identification and spectrum refinement 
were completed using HighScore Plus software (PANalytical, The 
Netherlands). XRD spectra simulation and Rietveld refinement were 
done using Bruker TOPAS software (Bruker AXS, Germany).

Supporting Information
Supporting Information is available from the Wiley Online Library or 
from the author.
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